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Abstract

Using two different density functionals (one of them can be the exact
one) provides two ground state densities. In order to study whether the
difference in energies is due to the form of the functional itself, or the
difference between the two densities, one may decompose the changes into
that due to a change in the density (for given functional), and a change in
the functional (at given density). However, the order in which this changes
are made matters, yielding different contributions of the individual terms.

The two ways of computing the changes of the functional at given
density (ground state density of each of the functionals) brackets the dif-
ference between the energies given by the two functionals.
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1 Introduction: density and energy errors

A non-relativistic electronic system in its ground state is characterized by the
external potential (of the nuclei, v,.), and the number of electrons, N. Once
this information is given, the Hamiltonian operator can be constructed, and
the Schrodinger equation solved. Density functional theory is based upon the
variational principle for obtaining the ground-state energy [1]:

E= Hl(lI)l (F[n(r)] + /vne(r)n(r)d?’T) (1)
n\r

where n(r) is a positive function integrating to N. As clear from the notation,

the computation of the functional F' requires only the knowledge of the density,

not that of v,.. The minimizing density is the ground state density of the

system characterized by v,. and N.

When F[n] is approximated, neither the ground state energy, nor the ground
state density is correct. It is commonly believed that both quantities are quite
well approximated, although benchmarks, as a rule, concentrate on energetic
quantities. It was argued [2] that the success of density functional approxima-
tions is due to the sole use of the density, and not of the wave function that has
a more difficult structure to catch. An example, the Ho molecule in a minimal
basis set was given. A single Slater determinant (as used in the Hartree-Fock,
or in the Kohn-Sham method) is a poor approximation of the wave function.
The density it produces is nevertheless exact.

However, it is not at all clear that the errors introduced by using an ap-
proximation for F[n] have less importance for the density than for the energy.
Could it happen that the opposite is true? In fact, in the early days of density
functional theory, such questions have been asked, and it has been noticed that
sometimes using density functional approximations give poorer densities than
those obtained at Hartree-Fock level (see, e.g., [3]). A way to understand the
source of the problem is to notice that the density is related to the variation
of the energy with respect to the potential. Consider, for a trivial analogy, a
well know problem from interpolation theory [4]. A polynomial interpolation of
exp(z), with 0 <z < 1, on m points gives:

m—1
f(z) =~ Z apz”
k=0

Even if the interpolant works quite well for f(x), its quality deteriorates as
derivatives are taken; the derivatives of the interpolant do not approximate well
the derivative f’(x), cf. figure 1. A derivative of order larger than m vanishes
for the polynomial interpolant, while in the example given, all derivatives of
f() satisfy £ (z) = f(z).

Thus, in a recent series of papers (starting with [5]) the following question
is raised:
Is the error of a given density functional approzimation due to the inability to
produce a good energy, or that of generating a correct density?
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Figure 1: Errors obtained after interpolating f(z) = exp(z) i) on the function
(full curve) ii) on the first derivative, f'(z) = f(x), dashed curve.

In order to formulate more precisely this question, let us consider two methods,
using the density functionals F} and F5, yielding after the minimization of equa-
tion 1 the energies E1, F5, and ground state densities ni, no, respectively. For
example, the index 1 can refer to the exact quantities, and 2 to an approxima-
tion. Let us consider the expression that is minimized (that is in parentheses)
in equation 1,

Eln(r)] = Filn(r)] + / One(r)n(r)dr (2)

The potential, v,, is not explicitly written as argument of £, as it is considered
given in the discussions that follow. &£ can be computed in principle for any
n(r), in particular, the ground state energy F; = &;[n;]. In reference [5], the
difference between the energies obtained with the two methods is decomposed:

Ey — By = AEp + AEp (3)

where AEr = &nq] — E1[ni], AEp = &lne] — E[ni], and AEr and AEp
attributed to errors due to the functional, or due to the density.

In this paper, an alternative decomposition is discussed. It not only pro-
vides different numbers for the two contributions, it also provides bounds to the
difference Fs — E;. Furthermore, it will be shown that the origin of effect of
the density difference can be traced back to the (exchange-)correlation energy

functional.

2 Two path to the same end, and error bounds

Let us consider, as above, 5 — E7. In the discussion below, one can, but is not
obliged to associate index 1 to exact quantities, and 2 to approximate quantities.
The attribution could be reversed, or both indices could correspond to approx-
imations. Let us present the possibilities &;[n;], eq. 2, as a diagram (figure

1Please notice that AEp can be also written as a difference Fs [n1] — Fi[ni], while AEp
also contains the effect of the change in density not only in the universal functional, but also

a term depending on vpe.
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Figure 2: Different ways to reach Es from Ej. i) First changing the density, next
changing the method (as described by the decomposition in AEp, and AER,
eq. 3): full arrows. ii) First changing the method, next changing the density:
dashed arrows.

2). The decomposition of Es — E; described above (reference [5]) corresponds
to reaching E; = &;[n4] starting from FEy = &;[ns| by passing through E;[n],
i.e., first changing the density from no to mp, and next changing the method
from & to & (full arrows in figure 2). Alternatively, one can first change the
method, next change the density (dashed arrows in figure 2), i.e., pass through
&1[ne]. As in practice it is much easier to compute some approximate density
functional with the exact density, i.e., obtain £3[n], than to compute the exact
energy functional with the approximate density, i.e., to obtain &;[ns], the choice
of reference [5] is understandable. However,

i) by virtue of the Hohenberg-Kohn theorem [1], the value of the exact func-
tional for a given density is accessible, see, e.g., [6], and

ii) &; can correspond to different approximations (useful in practice), and in this
case the difficulty mentioned does not show up.?

We take now into account that n; is obtained by minimizing &;[n] over n.
Thus, by virtue of the variational principle, &[n # n;] > &[n;] = E;. This
is presented diagrammatically in figure 3. It shows that the effect of changing
the density from ns to np is different for the &;: while the contribution to the
density change in equation 3, AFEp, is nonpositive, that using the other path,
is nonnegative:

82 [TLQ] — 52 [nl]
81 [’I’Lg] — 51 [’I’Ll]

0 (4)
0

IV IA

21t should be mentioned that the effect of using the Hartree-Fock method constrained to
yield the exact density has been also used to provide bonds for the correlation energy [7], and
to define and analyze the dynamic/non-dynamic components of the correlation energy [8].



Figure 3: & for two different methods, and their ground state densities. The
black color is used for £, while the gray color for £&. The dashed lines are
used to show the raising of &; by using a density different from the ground state
density. The double arrows shown the quantities showing up in equation 5,
52[712] - 51[”2], E,—E, = 52[@] - & [nl]v 52[711] —-& [m]

We further obtain, by applying the above conditions,
Er[na] — Ei[na] < By — By < Eslng] — E1[n4] (5)

Thus, bounds that bracket the difference between F5 and F; are provided by
the two ways of estimating the changes due to functionals, at fixed densities.
(The upper bound corresponds to AFEp in equation 3.)

As each of the bounds in equation 5 uses the same density, the term con-
taining vy, in the definition of £, equation 2, disappears from the bounds: only
Fy[n]— Fy[n] is used. In practice, most of the density functional calculations are
performed using the method of Kohn and Sham [9]. In this method method, a
kinetic energy functional of the density is defined, T[n], subtracted it from F'[n],
as is the classical Coulomb or Hartree term, Ej[n]. These terms are determined
by the density alone, and are thus - for a given n - the same no matter what
approximation is used for the remaining term, the exchange-correlation energy.
We obtain that

Eqc2[ne] — Egei[ne] < Ey — By < Eyeo[ni] — Ege1[na] (6)

In a variant of the Kohn-Sham method, the exchange energy is obtained exactly
(like Ty and E}), and for this category of approximations, only the approxima-
tion of the correlation energy produces the inequalities:

E.o[ng] — Ec1[ne] < Es — By < Ego[ni] — Egq[n4] (7)

3 Illustration: the hydrogen atom

In order to illustrate the results obtained, let us now consider some specific
example. We choose a very simple one that can be constructed analytically: the



hydrogen atom. 2 As further simplifications, the local density approximation
(LDA) is used, and a minimal basis set, 1) = (¢3/7)/? exp(—¢r) in which the
exponent of the hydrogen wave function, {, can be optimized. The optimal value,
Cmin depends on the approximation. Please notice that this ansatz corresponds
to a scaling of the wave function.

Let us first consider exchange-only approximations (spin-restricted, or unre-
stricted). The energy expression is given by

1, 5
5( —<+T6C+Cac< (8)

The term in (? comes from the kinetic energy, the linear terms from the in-
teraction with the nucleus, the Hartree, and the exchange term. An exchange
term linear in ( is provided by any approximation that satisfies the exact re-
lationship required by scaling (equation 102 of reference [10]), in particular by
LDA. The value of the coefficient ¢, depends on the approximation. In LDA, ¢,
are known exactly, both for the spin-restricted, or -unrestricted approximation
(cy &~ —0.2127 and ~ —0.2680, respectively).

The exact energy of the hydrogen atom is E; = &[n;] = —1/2 atomic units,
and the exact density is obtained by using ¢ = 1 in the wave function . The
(exchange-only) LDA energy expression using the exact density of the H atom
is obtained by choosing ¢ = 1 in equation 8, &[n1] = —3/16 + ¢;.

As the LDA expression for the energy, equation 8, is quadratic, the lowest
value is reached when using (i = 11/16 — ¢, Ey = Ealng] = —(2,:,,/2-

To obtain the exact energy obtained for the LDA-optimized density, no,
we consider a one-electron system, and need to find the potential that has the
density n = 92 = (¢3,;,,/7) exp(—2{minr). We know it, this solution corresponds
to the hydrogen-like atoms, and the potential is —(n4rn /7. For this potential, the
ground state energy is the same as for the approximation, &;[ns] = —(2,,,,/2.

The numerical values are given in Table 1, where results obtained by adding
a correlation functional [11] are also shown. One can notice that due to the
incomplete cancellation of the Hartree term by the LDA exchange, the densities
become too diffuse ((min < 1). The results are also summarized in form of
an energy-level diagrams in figure 4. At first sight, the diagrams in figure 4
and figure 3 look different. However, the bounding properties shown by the
inequalities 5 remain valid. The confusion is produced by the degeneracy of the
approximate and exact energies for the approximate density (in the exchange-
only case), and a significant stabilization produced by the correlation functional
at LDA level (for the exchange-correlation case) making the lower bound become
negative.

We now go a step further, and approach the exact value by modifying the
Kohn-Sham model, by treating the contribution of the long-range interaction
to exchange and correlation exactly; the long-range part of the interaction is
defined by replacing the Coulomb repulsion between electrons by erf(ur)/r [12].
When the parameter p vanishes, we recover the Kohn-Sham approximation,
while when p — oo, the exact Schrodinger equation is obtained. In our hydrogen
atom example, this means that the (fictitious self-interaction) Hartree (classical)
repulsion between electrons is exactly compensated for the long range. The

30ne can imagine this also as a study of the limit of dissociation of the Hy molecule, and
analyze the problems that can occur when (semi-)local approximations are used.



Functional approximated

restricted LDA

unrestricted LDA

exchange only

-0.405 (0.900)

-0.456 (0.955)

exchange and correlation

-0.444 (0.921)

~0.477 (0.965)

Table 1: Results obtained by optimizing the scaled density of the H atom in
the local density approximation. The ground state energies are followed by the
optimized exponent, (,,;,, in parentheses; atomic units used.
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Figure 4: Energy level diagram, cf. figure 3, comparing the LDA and exact
ground state energies (vertically), and the effect of density change, for the H
atom, from LDA to the exact (horizontally, in each panel. The results using the
exchange-only approximation are on the top panels, the exchange-correlation
approximations are in the bottom panels; the spin-restricted form for the left
panels, the spin-unrestricted form for the right panels.
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Figure 5: Evolution of energy differences with the range parameter pu. The
difference between the LDA approximation and the exact value is shown as a
dotted curve; the effect of changing between the exact and the LDA functional,
at given density, is shown in gray, the effect of changing the density, for a given
functional in black; the values on the path shown by full arrows in the diagram
in figure 2 correspond to full curves, those corresponding to the path shown by
dashed arrows in this diagram to dashed curves.

remaining part uses an LDA-type approximation for exchange and correlation
that depends on the parameter p [12, 13].

The resulting curves of the various energy differences as a function of u are
shown in figure 5. We notice that the attribution to changes due the functional,
and due to the density, corresponding to the two paths in figure 2, full vs.
dashed curves, are quite different. As show in inequalities 5, a given change
of the density, produces opposite effects (different) signs for the contributions
to the energy differences corresponding to a change in functionals. The path
described by full arrows in the diagram in figure 2, i.e., the path of reference [5],
attributes a weak change due to the density, while it is significant for the other
path (black curves, full, and dashed, in figure 5). So, on one path the difference
between curves is explained mainly by the error in the functional, while on the
other, both contributions are significant. The bounds given by the inequalities 5
are shown in gray on figure 5. In accordance with the observation above, the
upper bound is tighter than the lower bound.

4 Conclusion

The question addressed is whether the difference in the energies obtained using
two density functional methods (one possibly the exact one) is due to i) the
difference in the (exchange-)correlation functionals used, or ii) the differences
in ground state densities produced by these functionals. It turns out that the
order in which this change is made (first change the density, or first change the
functional) matters, and a simple example (H atom), shows quite a substantial
difference. The signs for the changes due to changing the densities in the two
functionals (on the two paths) are different, (cf. inequalities 5). The changes



produced by the functionals, when using the corresponding two ground state
densities, produce bounds (cf. inequalities 5).
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