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The chemical bond is always considered 
from different points of view, depending 
on the classes of compounds or on the 
chemical and physical aspects to be ex- 
amined. In both cases, descriptions of 
the chemical bond are chosen that are 
appropriate for the particular research 
or application. Therefore, there are sig- 
nificant differences in the understanding 
as what constitutes chemical bonding. 
This is acceptable in practice but proves 

to be a hindrance for true interdisci- 
plinarity. The concept of the chemical 
bond offers a firm basis upon which to 
forge links not only within chemistry but 
also to all related sciences. The general 
desire and the growing necessity for in- 
terdisciplinary collaboration requires a 
careful treatment of these concepts and, 
if possible, a tightening and standardiza- 
tion to a level that is widely acceptable 
and beneficial. In the age of tremen- 

dously fast development of computers 
and computer science, we believe that 
the electron localization function (ELF) 
provides a new description of the chemi- 
cal bond for almost all classes of com- 
pounds. Its graphical language earns it 
the ultimate qualification for enhanced 
interdisciplinari ty. 

Keywords: bond theory - electron local- 
ization function * structure elucidation 

1. The Electron Localization Function-ELF 

Chemistry-as we know it-without the Pauli principle is 
inconceivable. This principle is deeply rooted in so many chem- 
ical concepts that the connection is frequently neglected; for 
instance, the systematics of the periodic table, steric hindrance, 
and the covalent bond. The Pauli principle itself is also present- 
ed in various ways. In books on quantum mechanics it is 
often described as a property of the wave function, which needs 
to be antisymmetric with respect to interchange of electrons. 
From textbooks on chemistry one recalls mostly the fact that 
orbitals can be occupied by at most two electrons. The Pauli 
principle is reflected in the expression for the total energy of a 
system both in an energy-lowering part (the exchange term) and 
a larger energy-raising contribution, which can be found indi- 
rectly in the kinetic energy. The following explanation is usually 
used : The energetically higher canonical orbitals occupy the 
same space as the ones lower in energy but they must have 
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additional nodal planes (in order to meet the criterion of orthog- 
onality) and therefore a steeper behavior. Their appearance 
strongly resembles a growing precipitous landscape. The slope is 
expressed mathematically by the derivative; the latter can be 
found in the formula for the kinetic energy T [Eq. (I)], where pi 
are the orbitals and ni their occupation numbers. 

The Pauli principle has been used as a basis for the explana- 
tion of many chemical concepts. For example, Gillespie's expla- 
nation of his rules."l In this article we will show that most of 
these chemical concepts can be described very well with the 
electron localization function (ELF). The relationship of ELF 
with older concepts will be emphasized first. 

Artmann was the first to introduce a formulation similar in 
concept to ELF.''] In quantum mechanics, the sum of squares of 
the N-particle wave function corresponds to a probability densi- 
ty. Therefore he searched for the maximum of this quantity and 
found it to occur where the chemist imagines the bonds; for 
instance, in the case of the methane molecule, he observed four 
valence electron pairs arranged tetrahedrally around the carbon 
atom."] Examinations of the sum of the squares of the wave 
function are quite interesting but difficult to perform in practice 
(see for example ref. [3]). Lennard-Jones recognized that only 
two electrons of equal spin and therefore only two coordinates 

[*I Artmann used an approximate valence electron wave function composed of 
hybrid orbitals. 
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are necessary for the examination of the Pauli principle, a signif- 
icant simplification on the work of Artmann. Lennard-Jones 
found that space is dividedinto reglons according to the Pauli 
principle. If an electron resides in a given region, the other stays 
away from that region. More precisely, if an electron resides at 
a place < the probability of finding an electron in the surround- 
ing region B P )  is clearly diminished. B remains practically un- 
changed as long as 5: stays in that region. The interaction of all 
particles under the condition of energetic stability defines the 
division into regions and is therefore always dependent on the 
system. 

Even electrons with opposite spin avoid each other. This fact 
cannot be attributed to the Pauli principle and the effect is 
usually smaller by an order of magnitude. This is the reason why 
a given electron permits the presence of another with opposite 
spin in its region: the region is therefore occupied by a pair of 
electrons. Such a formation of pair regions corresponds exactly 
to the picture proposed by Kossel eighty years 

Lennard-Jones went one step further in assigning every pair 
region a localized orbital. Such orbitals have only very small 
values outside their assigned regions. Sometimes they are denot- 

ed “chemical orbitals” because of their proximity to chemical 
definitions based on electron pairs (bond, lone pair of electrons) 
and therefore they are. very useful. In addition, they can be used 
in the calculation of measurable quantities on equal footing with 
the common (delocalized, canonical) orbitals. The symmetry 
behavior of localized orbitals is different from that of canonical 
orbitals. By applying a symmetry operation, the latter (in the 
absence of degeneracy) always transform into themselves (ex- 
cept for the sign), whereas the former may be interchanged. In 
the ethene molecule the canonical (0, n) orbitals are frequently 
considered. Their linear combination yields two equivalent lo- 
calized orbitals often regarded as the C-C “banana bonds”, 
which are interchanged upon reflection in the atomic plane.[*] 
The generation of localized orbitals can be problematic in 
symmetry groups allowing degeneracy: In practice just a mini- 
mal numeric effect can determine the localization. This can be 
seen, for example, in the benzene molecule[5] in which nine (six 
0 and three n) electron pairs are available. On the other hand it 

I*] There are also localized orbitals that correspond to the C-H bonds and the Is 
cores; they are interchanged for example upon inversion 
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is not possible to generate nine equivalent regions on the six- 
membered ring (this is only compatible with three- or ninefold 
rotation axes, not with a sixfold axis). A similar situation arises 
for clusters such as the cage of [B,H,]'- in which seven pairs of 
electrons are available, which is incompatible with the icosahe- 
dral symmetry of the anion. Unfortunately, this problem ap- 
pears frequently in solid phases. 

The homogeneous electron gas represents an extreme case. 
Here, the pair region must also show a translational invariancy 
due to the translational symmetry of the Hamiltonian operator. 
To understand this phenomenon the analogy to resonance struc- 
tures is quite helpful. Here, the best compromise is an average 
of the extreme cases. 

Therefore, we will return to the original treatment by Len- 
nard-Jones. He reduced the probability density of two electrons 
mathematically upon integrating over all coordinates of the re- 
maining N - 2 electrons. The resulting quantity (the pair densi- 
ty) is a function of the coordinates of two electrons, a six-dimen- 
sional function that is too complicated for our three- 
dimensional concept of the chemical bond that we want to de- 
velop here. A possible solution is to reduce the examination to 
a single electron, that is to consider the electron density. Its 
partitioning into contributions from different atomic orbitals is 
very common. The latter are not precise in the original formula- 
tion (Mulliken population analysisI6I) leading to a certain arbi- 
trariness, which can be restricted by additional regulations such 
as those introduced by Davidson or Ahlrichs and co-work- 
e r ~ . [ ~ , ~ ]  An additional variant is obtained by the use of "natu- 
ral" bonding orbitals.[9] Bonding relationships are also dis- 
cussed in terms of differences between molecule (or crystal) 
densities and those of atoms and ions. Nowadays, spherical 
atoms,["] formerly used as a reference, can be substituted by 
nonspherical ones.[' ' 1  Finally, the elegant procedure of Bader 
and co-workers with no reference systems at all should be men- 
tioned: only the density p as a function of the positional coordi- 
nates and their derivatives is The Pauli principle can, of 
course, be found in the electron density, which is certainly differ- 
ent for bosons at a given potential. A clear connection is not 
easily discernible. For that reason we return to the pair density 
for the moment. 

A solution, and at the same time a direct precursor to the 
electron localization function described in this article, was 
found by Luken and Culberts~n.[ '~] They studied the modifica- 
tion of the region B(?) upon substituting the point Fby a neigh- 
boring point. It is small in the pair region, but becomes predom- 
inant on leaving the region (cf. the investigations of 
Lennard-Jones) and, as a consequence, these changes can serve 
in the determination of the borders of the pair region. An over- 
lap integral is used to measure the change. 

Becke and Edgecombe proposed the examination of the Tay- 
lor expansion.['41 They used the fact that for small distances 
s = 17- 7)1 only the second derivative of the pair density P 
(spherically averaged around ?) for electrons of equal spin is 
important [Eq. (2)] and therefore the examination can be re- 
stricted to the value C ( 9  which is dependent on r7 

(2) 
1 
2 P(+) = -.Y'C(f) + . . . 

The simplest form of a wave function satisfying the Pauli 
principle, is the Slater determinant. In this case C can be ex- 

pressed by Equation ( 3 ) ;  thus, the electron density [Eq. (411 as 
well as the sum CnijVqi12 over the orbitals 'pi at ?'can be calcu- 
lated. 1 

( 3 )  

P = C"il%tZ (4) 
I 

Becke and Edgecombe proposed two additional scaling rules: 
1. The homogenous electron gas is used as a reference. In this 
system, C depends only on the electron density [Eq. (5)]. 

C ( 3  + C,(?) - p 5 ' 3  (4) 

2. The introduction of a value which is defined between zero 
and one. Whereas this second scaling is convenient for compari- 
son of numerical data, it does not play a decisive role (see Sec- 
tions 2-6). 

Becke and Edgecombe named the scaled function the elec- 
tron localization function (ELF) [Eq. (6)]. ELF has its highest 

ELF = (1 + [&T}-' 
value (-+ 1) if7 is within the pair region (where P does not change 
very much and C is small). On the other hand, ELF is small 
when ?is close to the border between two pair regions." '1 In a 
homogeneous electron gas ELF has everywhere the value lj2. 

In solid-state physics the homogeneous electron gas is com- 
monly used as a reference system. Another reason is the afore- 
mentioned average of extreme cases, which occurs in homoge- 
nous systems leading to an average picture. The value C, can 
also be introduced independently from the homogeneous elec- 
tron gas.[161 Instead of a Taylor expansion, Dobson proposed 
the integration over a small sphere,[l7] leading to the number of 
electrons of equal spin in the surrounding of the reference elec- 
tron. Thus, Equation (2) changes to give Equation (7). 

R 1  1 4nR5 J 2 s2C(34~sZds + . . . = - ~ C(?) + . . . 
0 2 5  (7)  

The radius of the spheres can be made position dependent, 
which keeps the number of reference electrons in a sphere with 
radius R unchanged. Equation (8) is valid for small spheres 

around < where R - P - " ~  and the number of electrons around 
the reference electron [see Eq. (7)] is proportional to C ( ~ / P ' ' ~  

It is evident from the definition of ELF in Equation 6 that the 
scale has been established more or less arbitrarily. This fact is 
irrelevant in graphical representations as the numerical scale is 
transformed into a (arbitrary) color scale or is shown in the form 
of isosurfaces (selected arbitrarily in three-dimensional repre- 
sentations). No information is lost as electron pairs and the 
chemical bond are first and foremost examined qualitatively. It 
must be mentioned that qualitative statements can also be de- 
scribed mathematically (for example the catastrophe theory of 
R. Thorn,[l8J which was used by Bader and co-workers[''J in 
analyzing the density). We now want to comment on this aspect 
in connection with ELF.['9' As we have decided to focus on the 

and C(?)/C,(P(4). 

Angew Chem. In[. Ed. En@. 1997,36, 1808-1832 1811 



A. Savin, R. Nesper et al. REVIEWS 

characterization of pair regions, those regions where ELF ex- 
hibits maxima are of special interest. Mathematically, it is 
known that the positions of maxima may be sought by examin- 
ing the first derivative of a function. For ELF they are fulfilled 
by the first derivatives of CjC,; thus, for this property the sec- 
ond scaling rule is irrelevant. ELF can have several maxima. The 
positions of these maxima are denoted as attractors. The next 
step is the division of space by considering the path of steepest 
ascent (the gradient of ELF) from every point in space. If an 
attractor is found along this path, the point is assigned to it. All 
points in space from which this attractor is reached form its 
domain (Wirkungsbereich, WB). Thus, we obtain a more precise 
definition of the “pair regions”. 

Another way to analyze ELF is to examine the spatial region 
(the f-localization domain) in which ELF 2 f is valid, where f is 
a c o n ~ t a n t . [ ’ ~ . ~ ~ ~  For larger values off there is only one attractor 
in each of the f-localization domains. At a certain (smaller) 
f-value different f-localization domains come into contact at a 
single point (an ELF saddle point; again only the relation CjC, 
is important because we are dealing with the first derivative). 
Smaller values of ELF lead to a merging of these localization 
domains: here thef-localization domain contains more than one 
attractor. The,f-interval, where only one attractor in thef-local- 
ization domains exists (the difference of the ELF values at the 
maximum and the saddle point), is characteristic of the bond. 
The separation between the core and valence regions is more 
sharply defined than the separation observed within the valence 
shell. In particular, the separation of the regions of double-bond 
pairs is 

Of course, quantitative statements can also be obtained with 
ELF. Quantifications of charge, volume, etc. can be determined. 
A total electron number can be obtained upon integration of the 
electron density in a certain domain (see Section 4.2). ELF yields 
electron numbers that are usually in agreement with chemical 
intuition, for example two for a region assigned to a pair of 
electrons. On the other hand, special electron numbers appear 
due to the above-mentioned overlap effects, such as %3/2 for 
the C-C bond in benzene or ~8 for the valence shell of the Ne 
atom.[221 Remarkably in ionic solids, ELF predicts electron 
numbers that correspond to those derived from formal 

The precision of the determination of such electron numbers 
is interesting. According to the Heisenberg uncertainty princi- 
ple, the above-mentioned numbers can only be considered as 
mean values. But it is possible to get average deviations. These 
deviations are relatively small when dealing with atomic cores, 
whereas for valence electrons they are larger.r2 More sophisti- 
cated calculations show that the partition obtained by ELF 
resembles the one yielding the smallest uncertainty.[241 

Although ELF is currently only obtainable from calculations, 
it is, in principle, possible to derive ELF from experimental 
data. Certainly, the evaluation of the sum of the squares of the 
wave function (and the pair density) according to the postulates 
of quantum mechanics is a possibility; but this is more difficult 
to realize. Therefore, we want to show how ELF can be deter- 
mined from the electron density alone, and in the following we 
present a definition of ELF equivalent to that given 

A computational method that is successfully applicable for 
molecules as well as for solids is based on the (exact) density 

functional theory defined by Kohn and Therein the 
ground state energy is exclusively determined from the electron 
density. The terms in the energy expression can either be easily 
calculated from the density (the classical interaction of the 
charge distribution), or sufficiently approximated (the exchange 
and correlation energy). However, the construction of the kinet- 
ic energy can cause difficulties if the Pauli principle is neglected. 
In the density functional theory defined by Kohn and Sham, the 
kinetic energy of a hypothetical system T, with identical density 
but no interaction between the particles is calculated instead of 
the kinetic energy from Equation (1). This leads to a simplifica- 
tion and the ground state function is (usually) a Slater determi- 
nant so that the orbitals in Equations (1) and (4) are not singly 
or doubly occupied (i t . :  ni = 0, 1 ,  or 2). 

If the Pauli principle is ignored, it has been sh0wn[~~1 that all 
electrons will occupy the orbital of lowest energy, which is de- 
fined by ‘pi = ,/m ( N  = electron number). Therefore it is 
possible to evaluate the increase in kinetic energy that occurs on 
consideration of the Pauli principle [Eq. (9)]. 

(9) 

Upon applying the same scalings used for ELF (electron gas, 
interval (O,l)), the integrand yields a local value that corre- 
sponds exactly to the expression of the ELF formula [Eq. (6) 
with Eqs. (3)-(5)].  These orbitals, which yield the exact density, 
are not easily obtained from the electron density, but this is 
possible with several algorithms and programs (see, for exam- 
ple, ref. [28]). 

To investigate the role of approximations in ELF calcula- 
tions, densities (and no other information) determined by exact 
calculations on small atoms were used. ELF values were ob- 
tained that fortunately do not differ significantly from the 
Hartree-Fock (HF) and density functional calculations that are 
routinely carried Even rather simple methods, such as 
the extended Huckel method (EHMO), reveal the characteristic 
features of ELF.[’6. 30* 311 There are other interpretations of ELF 
but all of them are based on the Pauli principle. 

2. Fundamental Studies of the Chemical Bond 

In the first publications on the practical applications of ELF, 
the ability of the function to generate easily understood pictures 
of the chemical bond for many different chemical systems was 

Subsequently, many more chemical systems 
have been examined, all of them substantiating this result: ELF 
yields very meaningful, easily understandable, and visually in- 
formative patterns of the chemical bond. In this section we want 
to analyse some typical chemical bonding forms with ELF. We 
will demonstrate how ELF portrays these forms, and the simi- 
larities and differences to other existing methods will be high- 
lighted. It has been shown that pictures obtained with ELF by 
using different theoretical calculation methods are qualitatively 
comparable (see Section 1). Here, we present results obtained by 
using the relatively simple extended Huckel 
and the more sophisticated ab initio linear-muffin-tin orbital 
method (LMT0).[361 

A single krypton atom serves as an example to explain the 
shell structure of atoms in the ELF pattern. Figure 1 a shows 

1812 Angew’. Chem. Int .  Ed. Engl. 1997, 36, 1808-1832 



REWEWS The Electron Localization Function 

a b 

C d 

e f 

Figure 1.  Distribution of electron density a) in a section through a krypton atom, 
c) in a section through an ethane molecule and coloring with ELF b) and d), 
respectively, based on H F  calculations. The color scale for all such ELF representa- 
tions corresponds to that given in Figure 1 f. e) and f )  Representation of ELF for 
the EHMO valence electron calculation of ethane with contour lines and the corre- 
sponding ELF representation with colored valence electron density, respectively. 

using pseudopotentials. In such calculations, the problem is 
restricted to the quantum mechanical treatment of valence elec- 
trons, while interactions with the core electron density are sub- 
stituted by effective potentials. Figure 1 e depicts ELF in terms 
of a contour line diagram. 

In the series ethane, ethene, and ethyne (Figure 2) differences 
between covalent single, double, and triple bonds are clearly 

This is valid for both representations: the two-dimen- 
sional (2D) cross sections in Figures 2a,c, e, and g as well as the 
three-dimensional (3D) isosurfaces in Figures 2 b, d, f, and h. It 

a 

C 

e 

b 

d 

f 

h 9 only the electron density for the free atom, whereas in Figure 1 b 
this point pattern is colored according to the ELF values. Thus, 
in such two-dimensional graphical representations the electron 
density (as a density of points) and the ELF values (coded in a 
color scale in analogy to a geographical map) are depicted 
simultaneously. High ELF values (approximately 0.8 to 1 .O) are 
colored white; the series descends through brown and yellow to 
green for middle ELF values (ca. 0.5). The lower end ofthe scale 
is represented by blue and Of course, it is possible to 
reproduce ELF in two dimensions by using contour line dia- 
grams. In three-dimensional representations, isosurfaces are 

Figure 2. Left: 2D cross sections (EHMO calculations) through the molecules a) 
ethane, c)  and e) ethene, and g) ethyne. Right: 3D representations of ELF isosur- 
faces with ELF = 0.8, b) ethane, d) and f) ethene, and h) ethyne. The planes around 
the hydrogen are either not shown or only 

shown for each chosen ELF value. 
Four separate localization shells with varying degrees of con- 

traction and compactness can be recognized in the krypton 
atom. In the course of our discussion we will focus on the re- 
gions that can be assigned to either atomic cores or to valence 
electrons. Figures 1 d-f depict the ELF representations for sec- 
tions through the ethane molecule along the C-C bond. It is 
known that the electron density is poorly structured (Figure 1 c), 
whereas all chemical details of the structure can clearly be dis- 
cerned in the ELF representation: the C atom cores and the 
C-C as well as the C-H bonding regions. The latter are diffuse 
and also show the H positions. In the EH valence electron calcu- 
lation (Figure 1 f), regions of low localization appear instead of 
the C-atom cores. A similar result is obtained with calculations 

should be pointed out here that the number and form of the 
localization regions are strongly dependent on the choice of the 
isovalue. An isovalue of ELF = 0.8 has proven to be a useful 
standard for the classical valence compounds ; this corresponds 
to the white-orange border in the 2D cross sections. In both 
representations an increasing contraction of the a-like region 
along the C-C axis is observed with the increase of bond order. 
The 3D representation of ethyne gives the impression that only 
a localization torus is present. HF  calculations using a double- 
zeta basis set and polarization functions[291 show that this is 
correct in principle. With both methods (EH, HF) the highest 
electron density is found on the core-core connecting line (Fig- 
ure 2g) but the highest ELF values are found outside (Figure 
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20. The torus obtained from EH calculations is more distinctive. 
In conclusion, this result corroborates the formally equivalent 
descriptions of double bonds previously formulated by Paul- 
ing:c411 the banana or bent bonds and the o-n-bonding model. 

In electron-rich compounds, lone pairs of electrons play an 
important role in structure formation. Their structure-directing 
influences are summarized by the rules of Nyholm and Gillespie 
(VSEPR model"]). These rules have been used successfully for 
decades and although they are more or less intuitive, only re- 
centiy have quantifications been attempted.[421 

Figure 3 shows the 3D ELF isosurfaces for PF,, SF,, ClF;, 
and CIF,. As expected, the geometrical distributions of lone 

come visible in simple molecules. In organic chemistry these 
interactions are understood by using qualitative concepts. 
Methyl acetate CH,COOCH, serves as an example (Fig- 
ure 4).f4'1 The three-dimensional representation of the ground 

C d e 
Figure 4. a) 3D representation ofthe ELF isosurface ELF = 0.85 (EHMO calcula- 
tions) for methyl acetate. The regions around the hydrogen atoms are not included. 
For ELF = 0.80 the regions of the lone pairs (IV and V) are no longer separated 
from the neighboring C - 0  bonding regions (111 and 11, respectively). b)-e) 2D 
cross sections through different planes: b) through the plane drawn in blue in (a); 
c) through the plane drawn in red in (a); d) through the plane drawn in green in (a); 
e )  through the plane parallel to that drawn in (d), which contains the oxygen atom 
of the ester 

state conformation contains an ELF isosurface showing extend- 
ed localization domains for the lone pairs of the carbonyl and 
the oxygen atom of the ester. In addition there is a relatively 

C-H bonds were not included in the calculation of ELF). On 
the other hand, the regions of c - 0 single and double bonds are 
comparatively strongly contracted but show the expected distri- 

C d 

Figure 3. 3D representations of ELF isosurfaces with ELF = 0.8 for molecules 
differing in the number of lone pairs (based on EHMO calculations): a) PF,; b) SF,; 
c) CIF;; d) CIF,. The positions of the fluorine ligands (within the yellow ELF 
regions) can be taken from the given structure formulae. The central atom is located 
at the origin of the coordinate system shown in each figure. 

extended region that the c-c bond (for the 

pairs of electrons and bonding electron pairs and ligands corre- 
spond in principle to the VSEPR model: extended regions of 
lone pairs of electrons and relatively compact, almost spherical 
localizations around the F ligands. A closer inspection of the 
latter reveals a division in regions of element-F bonds and lone 
pairs of electrons at the F center.116, 321 The contraction of the 
lone pairs of electrons is very evident in going from the relatively 
extended region at P in PF, to the compact torus at C1 in 
C1F; .I4,] The exceptional anti-position of the lone pairs of elec- 
trons both in SF, and CIF, is more distinctive than expected 
from the VSEPR model. 

The topological similarity between ethyne C,H, (Figure 2 h) 
and CIF; (Figure 3 c, ref. [44]) is also interesting. These units are 
clearly distinguished by chemists but they are equivalent with 
respect to the attractor model (see Section 1). In other words, 
the attractor may be bonding (C-C bond) as well as nonbond- 
ing around the C1 atom. In this sense it is possible to deduce a 
hierarchical relationship even for these two simple species (ref. 
[121], see Section 7.2): the topology of the attractors is the same 
but the chemical structure realized therein is diversely complex. 

In addition to the examination of the real electron space, 
cores, bonds, and lone pairs and their mutual interactions, be- 

butions with respect to the core-core bond lines. ELF sections 
were calculated for planes through the molecule (Figures 4b-e). 
The cut through the C - 0  ester bond perpendicular to the 
molecular plane (Figure 4c) shows a broadening in the bond 
region in agreement with a double-bond contribution as given in 
Scheme 1 A. Such an ELF analysis is helpful in the assignment 
of resonance formulae. Furthermore, a n-o* anomeric effect is 
expected between the lone pair at the carbonyl oxygen atom and 
the o bond to the ester oxygen atom (Scheme 1 B). This should 
lead to a deformation of the ELF distribution around the oxy- 
gen atom of the carbonyl group, as can indeed be seen (Fig- 
ure 4 b, regions I1 and V merge asymmetrically). However, the 
n-o* interaction in the ester bridge (Scheme 1 C) is not support- 
ed by ELF, though the difference in the comparable sections 
through the oxygen atoms is striking (Figure 4 b  region V and 
Figure 4e region IV). The ELF distribution at the oxygen atom 
of the ester has a slight p-characteristic (the local maxima facing 
each other in region IV of Figure4e, marked with arrows), 
which may be interpreted in terms of a reduction of the s part of 
the lone pairs (Scheme 1 C). 

Investigations of carbosilanes proved ELF to be a powerful 
tool in the comprehension of complicated bonding systems. It 
was shown for 1,3-disilacyclobutane that there is no (not even 
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A B C 

Scheme 1. Bonding features in methyl acetate. 

weak) bond between the two Si centers in spite of a relatively 
short interatomic distance. Therefore an alternative interpreta- 
tion was necessary: the Si-C bonds appear as bent bonds in the 
ELF analysis. and they can be interpreted in terms of a bent 
bond between two building blocks, which differ in size but retain 
tetrahedral angles at the cores. From this description it follows 
that the relatively short Si-Si distance is a geometrical conse- 
quence of the bent Si-C Analogously, the bond short- 
ening in C,H4 compared with that in C,H, was previously ex- 
plained by Pauling with the assumption of bent 

2.1. Covalent versus Ionic 

The division of chemical bonds into homopolar or primarily 
ionic bonds has proved to be very useful in the language and 
comprehension of chemistry. Naturaily, the ideal covalent bond 
is simply defined in element -element bonds but, strictly speak- 
ing, only when the surroundings of both bonding partners are 
identical. The ideal ionic bond with a complete charge transfer 
does not exist. In general, a bonding interaction intermediate to 
ionic and covalent bonds is observed: a polar bond.[46] 

The definition of the range of influence for ELF attractors 
permits a new formulation of ionicity in which the delimitation 
and mutual significance of covalent and ionic parts is simpli- 
fied.I4’] First. a qualitative impression is gained upon analyzing 
the form of the attractors. If they are more spherically distribut- 
ed around the cores either a more ionic or a van der Waals 
interaction is present. If the covalency of a bond increases, the 
migration of the attractor becomes more distinctive between the 
centers until a totally symmetric topology is achieved in the ideal 
covalent case. The position of the attractor between the centers 
can quantitatively be used to define the extent of polarity of a 
chemical bond.[481 As long as the attractor lies on the line con- 
necting the cores and can be separated from the cores themselves 
by a trajectory. and the attractor does not circumscribe the core, 
a situation is reached that is usually described as polar covalen- 
cy. An ionic formulation is suitable if the attractor is close to the 
core region of one of the atoms and no longer on the connecting 
line. One must take into account that no clear separation is 
possible. 

The combination of the division of the electron density 
according to Bader[lZl and ELF in domains (WBs) is a second 
way for a complete quantitative description of the chemical 
bond. The actual charges of the atoms can be determined by the 
partition of the density in ranges of atomic influence. The cova- 
lent contribution of the bond is obtained by the number of 
electrons in the mutually shared electronic range of influence 
and attractor (partition of ELF). This is illustrated in Section 
4.2 with the results of calculations on several intermetallic 
phases. 

2.2. ELF in Simple Crystal Structures 

The investigation of structure and chemical bonding is fre- 
quently carried out with a small number of ELF plots, where 
series of structures can visually be compared. In this way the 
language of ELF can be learned “simply”, asking the basic 
question: “what happens if . .  .?”. Figure 5 illustrates ELF for 
sections through simpIe structure types with primitive cubic ar- 
rangements and their AB variant, the rock salt structure, (Fig- 
ures 5a-d), as well as the diamond structure and its AB variant, 
the zinc blende structure (Figures 5e-h). The ELF obtained 
from LMTO calculations on the isoelectronic series silicon 
(“SiSi”), Alp, MgS, and NaCl are shown. The corresponding 
hypothetical modifications are given in quotation marks. 

9 h 

Figure 5. ELF sections (based on LMTO calculations) for the (100) surface of a) a 
hypothetical primitive cubic structure of silicon, as well as for the rock salt structure 
for b) AIP, c) MgS, and d) NaCI. The increasing concentration of regions of high 
ELF values on spherelike shells around the cores is evident e) -h) Actual and 
hypothetical modifications of diamond structure: e) silicon, f )  AIP with a clearly 
increased bond polarity, g) MgS with polarized “ S 2 -  ions”. and h) NaCl with 
clearly separated but still polarized anions. 

“Silicon” in a primitive cubic arrangement would be really 
lost in a metallic state: the valence electrons are totally delocal- 
ized over that region which is not covered by the cores (Fig- 
ure Sa). A localization of ELF - 0.7 is rather high with respect 
to the free electron gas (ELF = 0.5). For the corresponding 
“AIP” phase, ELF provides an almost perfect example of a 
polar bond: it increases in a wedge-shaped fashion from the A1 
core to the phosphorus atom, where it merges with five other 
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equivalent localization domains (Figure 5b). It should be men- 
tioned that the individual localization regions can be separated 
by trajectories of minimal function values (orthogonal trajecto- 
ries). This can be used for the division into domains (WBs) and 
for subsequent quantitative evaluations (see Section 4.2). 

For MgS, ELF indicates a more ionic structure. The soft Sz- 
ions are polarized, resulting in an octahedral distortion of the 
spherical symmetry (Figure 5c). In NaCl, a region of high local- 
ization with nearly spherical symmetry is found around the an- 
ion (Figure 5 d). If a corresponding division of ELF is made, no 
attractors can be found between the Na and C1 atom pairs. 
Rather an alignment of the attractors is found as expected on 
the basis of the VSEPR or ligand field theory.[491 The six attrac- 
tors around the chloride ion are directed precisely between the 
Na neighbors. Whether the disappearance of the attractors from 
the line connecting interatomic centers is suitable for a sharp 
separation of polar-covalent and ionic bonds must be further 
investigated as very polar K or 6 interactions cause similar ef- 
fects. 

From the general evolution of the localization in the former 
case it can be concluded that an increase in the localization in 
the vicinity of certain attractors leads simultaneously to its de- 
crease in the interstitial regions. With respect to the free electron 
gas, whose density is totally uniform and revealed by the green 
coloring in ELF (see Section l), a more or less distinctive 
localization of electrons takes place in every structure. In the 
primitive cubic packing of identical atoms (Figure 5a), the 
proximity to the electron gas is even more pronounced. For 
example, Savin showed a dramatic alteration of the localiza- 
tions with different valence electron numbers in the fcc struc- 
ture. For calcium (2e per atom) the localization regions are 
in the octahedral holes, whereas in aluminum (3e per atom) 
the regions of highest localization are always found between 
the A1 pairsrs0] (see Figure 120). On average, the localization 
for silicon in the bonding region is even higher but the distri- 
bution is distinctively less structured than in the aluminum 
case. 

In compounds exhibiting the diamond structure (Figure 5 e- 
h), localized regions are only present in sections of ELF along 
the plane diagonal of the unit cell ([llo]). In this series the 
localization maximum is again shifted stepwise along the core - 
core connecting line towards the more electronegative atom. 
The position of the ELF maximum can be used to measure the 
extent of the polarity of the bond. Even for “NaCI”, a consider- 
able deviation from the spherical symmetry of the anions is 
observed (Figure Sh). Examination of the plots reveals that A1P 
appears to be predominantly covalent, whereas “MgS” and 
“NaCl” are more ionic, because of an increasing spherical distri- 
bution of the localization around the anions. In “NaCl” the 
appearance of a strongly polarized anion is predominant. In AIP 
and MgS it is possible to clearly distinguish between the regions 
of localization of high ELF values. For the more ionic com- 
pounds, such distinctions are hardly or often not possible. The 
immediate impression gained from these ELF representations 
confirms those gleaned from chemical intuition. 

Similar ELF investigations of the diamond structure for the 
elements carbon, silicon, germanium, and tin also show interest- 
ing trends; a reduction of localization in the two-electron- two- 
center bond, while the localization in the interstitial region in- 

creases continuously.’2s’ The comparison of CL- with P-tin clearly 
verifies that in the latter a much lower localization is present 
than in the diamond modificati~n.[~~l 

2.3. Bonds between Metals 

One faces the metallic bond as if one is meeting an alien: with 
suspicion, lack of understanding, and a certain respect. The 
actual meaning of the term “metallic bond” is complex with 
many variations and we will examine it in more detail in Section 
4. First we consider the smallest metal aggregations, biatomic 
clusters[’61 such as [Re,(CO>,,], [W,(CO),]“-, and [Mo,C1J4-. 
The question is: may bonds between transition metals be re- 
solved as well as those between main group elements? 

According to the 18-electron rule [Re,(CO),,] and [W,- 
(CO),]“- should have one and two metal-metal bonds, respec- 
tively. Four metal-metal bonds are expected in IMo,C~,]~-. 
Figures 6a-c present the structures of these clusters with the 
accompanying 3D ELF isosurfaces as calculated with the EH 
method. As expected, for [Re,(CO),,] a rotationally symmetric 
localization is found between the metal centers that is relatively 
small compared to the localization regions around the CO lig- 
ands (Figure 6 a). This holds also for the two other clusters: the 
corresponding localization regions are very compact in spite of 
the contribution of 4d and 5d states. This is generally observed 

Figure 6. 3D representation of the isosurface ELF = 0.80 for molecules with 
a) metal-metal single, b) metal-metal double, and c) metal-metal quadruple 
bonds (EHMO calculations). d) 2D section through a plane in [Cr(CO),(PH,),] and 
2D cross section through a free carbon monoxide molecule (insert). 
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in systems containing transition metals. As a rule, regions of 
ELF with high contributions of d states are rather small both 
with respect to the ELF values and the volume. 

In the case of H,[W,(CO),]’-, a n-like distribution between 
the metal centers is indeed observed in the deprotonated form 
[W,(CO),]“- (Figure 6b). Of course, in this case the double 
bond is aligned in this special way only because the arrangement 
of the CO ligands breaks the degeneracy of the two pos- 
sible x states. The two possible formulations 2Hf  +[(CO),- 
W=W(CO),]”- and [(CO),W(p2-H)2W(CO)4]z- again show 
the hierarchical relationship, which is evident at the ELF attrac- 
tor: the attractor is able to accommodate electrons as well as 
atoms and ions or multicentered groups without changing the 
topology of the total system. 

For [Mo,C~,]~-,  ELF shows four localization regions around 
the line connecting the M centers. This can be understood in 
terms of four bent bonds (Figure 6c). Taking into account that 
the point group D,, allows only a twofold degeneracy, a princi- 
pal difficulty arises, which also appears in the MO description of 
methane. The problem is that we do not have a “natural sense” 
for degeneracy caused by symmetry. At first the chemistry stu- 
dent is surprised at the strange partitioning of spherical symme- 
try into one s, three p, five d, seven f etc. representations but this 
is quickly accepted. It is a matter of debate whether [Mo,C~,]~- 
actually “believes” its electronic structure may be reduced into 
irreducible representations. It must be emphasized that ELF 
always provides a picture that corresponds to the full symmetry 
of the respective group. This property is reminiscent of the sym- 
metry-adapted hybrids of the VB theory, but it must be stressed 
that in contrast, ELF is always unambiguous. 

Finally the ELF at the ligands is also worth mentioning. A 
comparison of the CO groups in Figures 6 a, b reveals an extend- 
ed region that surrounds the polar triple bond and the lone pair 
around oxygen. In (H+),[Wz(C0),]4- it is smaller and more 
round, whereas the region between W and C atoms is more 
extended. Figure 6d  shows the sections of ELF through an iso- 
lated CO molecule and in the octahedral complex [Cr- 
(CO),(PH,),] . Clear displacements of the localization regions 
are found when the free and bound CO molecules are compared. 
Here, the differences between a strong CO-Cr and a normal 
donor P-Cr bond are evident. Similar results were obtained 
recently by Kaupp in the analysis of two-center carbonyl clus- 
ters with terminal and bridging CO l igand~ .~”~  

To substantiate this result we carried out EH calculations 
on the following series: free CO, [CO-Cr(CO),], and 
[CO-Cr(CO)(PH,),] (Figure 7[521). A distinct bonding effect 
between chromium and the CO ligand is expected and can 
clearly be seen by comparing the left part and the center of 
Figure 7. In [CO-Cr(CO),] the attractor lies on the Cr-C bond 
axis (center), whereas in [CO-Cr(CO)(PH,),] this axis is sur- 
rounded by a torus (right), which indicates the presence of 
n-bonding contributions. In the first case the metal-ligand 
backbonding is relatively weak because the Cr center has to 
distribute its electrons evenly onto six ligands; thus, the CF char- 
acter is dominant. 

From these examples it is evident that in organic molecules 
(Section 2, Figure 4) as well as in complexes, weak effects such 
as changes in the behavior of backbonding become directly vis- 
ible with ELF. 

REVIEWS 

C 
111 
0 

Figure 7 .  Contour line representations of the ELF (EHMO calculations) through 
a free CO molecule (left), CO complexed in [Cr(CO),] (center), and in cis-[Cr- 
(CO),(PH,),] (right) with the corresponding valence line formulae. 

2.4. Clusters, Multicenter Bonds, and the Principle of 
Duality 

The boranes, carboranes, and naked clusters (especially those 
of the heavier elements of group 14) form deltahedral clusters 
that may be understood with the aid of Wade’s rules.[531 Here, 
terminal lone pairs and terminal bonds on the cluster are sepa- 
rated from the framework states as one- or two-center states. 
The framework bonds can be formally described as local three- 
center interactions in the sense of closed three-center bonds.[541 
However, this leads to problems because, as a rule, there are 
more triangles than occupied framework states in cfoso deltahe- 
drons. Here, a kind of inverse problem to that discussed in both 
the examination of multiple bonds (Section 2.3) and benzene 
(Section 1) arises. This forces the formulation of mesomeric 
structures, that is formulations coinciding with the phenomenon 
of delocalization (at least in the conventional sense). 

What pictures are provided by ELF with regard to framework 
electrons and framework -1igand interactions, and how do ELF 
distributions change with respect to the number of framework 
electrons? 

The first ELF examination of boron clusters revealed a pro- 
nounced duality between the polyhedral framework and the 
localization regions. The latter form the dual tetrahedron for the 
tetrahedral B4H4 framework, a cube for the octahedral B,Hi- 
ion, and a pentagonal dodecahedron for the icosahedral B,,H;, 
ion.[301 Recently theoretical studies based on experimental in- 
vestigations were carried out on B,X, (X = C1, Br, I), the find- 
ings from which add further support to this interpretation.[’ 51 

Figure 8c  shows ELF for a B,Hg- cluster.[’61 The localiza- 
tion regions above the planes are clearly seen and simultaneous- 
ly a noticeable localization appears above the edges. A systemat- 
ic study of ELF versus the number of framework electrons n, 
reveals localization regions that are either spherical (n, = 2, 
Figure 8 a), concentrated above planes (n, = 8, Figure 8 b), dis- 
tributed above planes and edges (a, = 20, Figure 8d, Wade’s 
framework electron number), or only above the edges (n, = 20, 
Figure 8 d). For main group element clusters, twenty electrons 
corresponds to a strongly antibonding situation. If d states are 
present at the metal centers up to twelve orbitals must be occu- 
pied before antibonding states are reached. The [Mo6C1814+ 
group found first in MoC1,1621 has 24 framework electrons and 
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Figure 8. 3D representations of the ELF = 0.80 isosurface for different cluster 
molecules (EHMO calculations). a)-d) Octahedral clusters with different numbers 
of framework electrons n,, each calculated with the parameters used for the calcu- 
lation of B,Hz-. For details see text. e)  [Sn,HJ4+ as a model for [Sn,(Cr- 
(C0)&J2-. f) The corresponding hypothetical [Sn,I2- ion without transition 
metals. g) and h) ELF isosurfaces of the square-pyramidal clusters [Zr,CI,,- 
(PMe3),l4- and [Zr,CI,,(PMe,),H,], respectively, together with the structure ofthe 
Zr, cluster unit. The CI and PMe, ligands are omitted for clarity. The arrows mark 
the positions of the bridging hydrogen atoms. In addition to the spherical localiza- 
tion regions of the four hydrogen atoms, h) shows two smaller regions that are 
found in the unoccupied triangular planes. The ELF isosurfaces of the isoelectronic 
and formally fourfold deprotonated cluster in g) are very similar: four almost equal 
regions above the triangular planes and two distinctive ones above the open plane 
of the cluster. See text for details. 

is representative of the latter situation. For such systems vari- 
able numbers of framework electrons ranging from 19 to 24 
have been verified e~per imenta l ly .~~~’  

The duality relationship was already pointed out in investiga- 
tions of metal carbonyl clusters[511 and for clusters in inter- 
metallic phases.f571 Again, this is only valid for certain numbers 
of framework electrons, for example for main group element 
clusters with electron numbers close to those predicted by 
Wade’s rules. 

There are typical examples of octahedral clusters with differ- 
ent electron counts (Figures 8 a-d) that sometimes contain con- 
densed rather than isolated polyhedra. The ELF distribution 
with two framework electrons is shown in Figure 8 a. The octa- 
hedral Li,C group is an example of such a two-electron system, 
for which a totally symmetric lithium-centered framework state 
has been c a l c ~ l a t e d . ~ ~ ~ ~  To our knowledge, the eight-electron case 
(Figure 8 b) has never been observed. Here, the duality between 
the framework structure and ELF is most evident. Wade’s elec- 
tron number for the octahedron is achieved with 14 electrons, 

whereas the 15e and 16e systems are realized in the well known 
clusters [Nb,X,,I3 + and [Nb,X1J2+, respectively. Here, almost 
equally pronounced localization regions above planes and edges 
of the polyhedron are found as well, but with a slight accentua- 
tion above the planes. Clusters with 19 to 24 framework elec- 
trons like Nb61,,, HNb,I, , ,r59*601 the Chevrel phases,[61] and 
[Mo,X,I4+ are examples of 20e systems with very distinctive 
concentrations of regions of high localization above the edges of 
the polyhedra (Figure 8 d). The shape of the localization regions 
in B,HZ- as well as in [Zr,Cl1,J8- and [Nb,CI,,]4- (14 and 16 
framework electrons, respectively) is almost identical. With re- 
gard to the framework atoms, the localization regions are locat- 
ed outside of the B, cluster, but inside of the clusters in the other 
two metal p ~ l y h e d r a . [ ~ ’ . ~ ~ ]  Two possible reasons for this are: 
first, the different size of the polyhedra and the relation of or- 
bital expansion to edge length, and second, the different interac- 
tions and repulsions between ligands and framework electrons. 

Several examples of clusters with different numbers of valence 
electrons exist. For instance, [AuPR,]:’ 163*641 and Li:+ con- 
tain two framework electrons, B4C14 and C4R4 eight, and Si:- 
and P4 twelve. A corresponding spherical distribution is found 
in ELF. Four localization regions above the planes and six 
above the may be seen in ELF and can be interpreted 
in terms of bent bonds over the planes.[45.67*681 As in the dinu- 
clear metal complexes mentioned previously (Section 2.3), the 
mutual distribution of ligands and localization regions of the 
framework is also apparent here: if the ligands are electron-rich 
octet systems, the ligands and localization regions avoid each 
other. Here, a kind of higher hierarchical level of the ligand field 
theory is found. The form and the number of the attractors is 
not only determined by the type of the occupied framework 
states, but also by the type of the ligands and their distribution. 
Therefore, it should be possible to transfer effects like the Jahn- 
Teller distortion and ligand-field induced changes, which are 
well understood for mononuclear metal complexes, to topolog- 
ically related larger systems, that is on a higher hierarchical 
level. This was carried out many years ago on M, clusters such 
as M6X, and M6X,, by Simon.[561 ELF is especially suitable for 
the observation of such effects in real space. 

Figures 8e  and f show the comparison of the clusters 
[Sn,H,]4i and the hitherto unknown naked cluster [ S n J -  ; the 
former is used as a model for the recently published cluster 
[Sn,(Cr(CO)5)6]z - . It is clearly seen that electrophilic ligands 
are bound at the cluster vertices (Figure 80. Further ligands 
would approach the localization regions of the framework. If 
there are ligands at the edges and vertices of the cluster, localiza- 
tion regions are found at the faces. This is validated experimen- 
tally. In H,Th,Br,,, seven of the eight planes of the octahedron 
are occupied statistically by H atoms. Presumably, they can 
easily tautomerize above the localization regions on the plane 
centers and would as such be carried along the localization 
regions by an “overhead cable”.[301 Experimental and theoreti- 
cal examinations carried out on the B6H; ion verify such behav- 
ior.C6,. 701 According to quantum mechanical calculations, the 
two H atoms in H,B,Br, with anti-conformation are distributed 
over two planes of the B, polyhedron.[551 

Protons bound on cluster surfaces often give rise to problems 
in structure determination as illustrated in the following ex- 
ample. A compound containing octahedral Zr, clusters was ini- 
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tially published as [Zr,Cl,,(PR,),] , I7’ ]  and subsequently proven 
to be [Zr,Cl,,(PR,),H,] .[721 In the structure determination of 
[Zr,C112(PR3)5H4], which features a square-pyramidal Zr, 
framework, the position of the protons were determined crystal- 
lographi~ally.[’~1 Two of the protons are located in opposite 
triangular planes of the Zr, pyramid and two protons bridge the 
opposite edges of the open square plane (Figures 8g and h). 
Whereas the positions in the triangular planes are located in or 
above the center of the Zr, triangles for reasons of symmetry, 
there are more degrees of freedom for possible positions above 
the edges. The ELF investigation of the fourfold deprotonated 
cluster [Zr,C1, 2(PR,)5]4- (Figure 8 g) shows four local maxima 
in the triangular planes and two very pronounced localization 
regions caused by a slight asymmetrical distribution of the chlo- 
rine and phosphane ligands. Their centers correspond exactly to 
the crystallographically determined positions of the hydrogen 
atoms.[521 The localization regions are determined only by the 
electronic structure of the cluster Framework and the remaining 
ligands, independently from the basis functions of the hydrogen 
atoms used in the calculation. More about the use of ELF in 
making predictions of structures is given in Section 6. 

3. Zintl Phases: Semiconducting Compounds 

In the semiconducting compounds Max, (M = metal, 
X = semimetal) two fundamental chemical classes are united: 
metals and insulators. In this “symbiosis”, the latter component 
dominates as is reflected in electron structures that are, nearly 
without exception, described in terms of localized electronic 
states. In fact, the majority of compounds in this enormously 
diverse class obey the (8 - N )  rule, that is, only two-electron- 
two-center bonds and lone pairs of electrons are possible states 
for the valence electrons. Therefore, the electronic structure may 
be qualitatively determined directly from the topology. As a 
rule, the connection of semimetals X to give oligo- and polymer- 
ic Zintl anions (XJ- as well as the coordination of these Zintl 
anions, which are surrounded by M”’ ions through their lone 
pairs of electrons, may be easily understood from an electrostat- 
ic point of view. 

The connection pattern is a structural solution to the average 
connectivity of the X atoms that results from the average va- 
lence electron number at X determined from the (8 - N )  rule. 
Bonds and lone pairs form sp3, sp2, or sp hybrid-like arrange- 
ments around the X atoms with more or less pronounced devi- 
ations from the ideal angles as predicted by the Nyholm-Gille- 
spie rules. If there are different structural solutions for the same 
stoichiometry and the number of valence electrons, the details of 
the electron structure and a detailed knowledge of the long- 
range interactions is of interest. Then, local distributions, diffu- 
siveness or compactness, polarizability, and total expansion of 
local electron density may be important. Only the latter values 
can be qualitatively and quantitatively examined in three dimen- 
sions with ELF. 

3.1. Lone Pairs of Electrons in Zintl Phases 

The crystal structures of Ca,,Si,, (Ca3Si4,071) and Ca,Si, 
differ significantly despite having almost identical formulae and 

being in thermodynamic equilibrium at 1270 K.[741 Therefore, a 
phase transformation is not present here, but a peritectic trans- 
formation of the low-temperature (LT) phase Ca,Si, into the 
high-temperature (HT) phase Ca,,Si,,. 

Both compounds contain the bicyclic Si, unit (Figure 9a) that 
appears in Ca,,Si,, as a sixfold connected building unit 
R,[Sii4 -1 and in Ca,Si, as a threefold connected unit R3[Sii7 -1. 
It seems to be that at low temperatures a higher charge can be 
accumulated in individual regions than at higher temperatures; 
the distribution of charges and bonds in space becomes more 
regular at higher temperatures. The average Ca-Si bond 
lengths of 3.18 and 3.19 A in the LT and HT phase. respectively, 
are hardly distinguishable, which is attributable to the almost 
equal formal overall charges. Apart from the connectivity of the 
Si frameworks, the Ca atoms have very similar chemical envi- 
ronments with respect to the lone pair electrons. 

a b 

C d 
Figure 9. a) Bicyclic unit in Ca,,Si,, containing the planar Si3-Si4-Si5 chain and 
planar three-coordinate silicon atoms (Si2, Si5). b) 3D isosurface (ELF = 0.80, 
based on LMTO calculations) showing very large attractor regions (yellow) for the 
lone pairs at the two-bonding Si centers and a p-characteristic at the three-bonding 
Si atoms. c) Bent cap Sil(Si4), in Ca,Si,. In comparison to that in b), the Ca 
coordination changes slightly at the Ca5 positions and markedly at Ca3; in this case 
Ca3 occupies the center of the Si arrangement. d) An enlarged section of the 3D ELF 
isosurface shown in c) with a similar characteristic distribution of the large lone pair 
regions. See text for details. 

Up to this point, ELF does not significantly enhance our 
understanding of the structural topology. What is clearly seen 
with ELF are the enormously extended regions for the lone pair 
of electrons at the two-bonding Si atoms, which fill the large 
void that is not occupied by the two bonding neighbors in a 
horseshoe geometry (Figure 9b). The mutual positions of 
neighbors and localization regions reveal a relatively good pack- 
ing of all attractor regions, that is either atomic cores, bonding 
electrons, or lone pairs (see Figure 9 b). In contrast, at the cen- 
tral Si2 atom, which adopts a trigonal-planar coordination, the 
lone pair clearly has p character. This is also observed at the 
other three-bonding Si atoms of Si5 type, but the localization 
regions of the three bonds and the lone pairs are not fully 
resolved (see Figures 9 b and d). Figure 9 b clearly shows that 
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the lone pairs aligned along the Si3-Si5- 
Si4 chain avoid each other. Furthermore, 
the lone pairs do not point directly to- 
wards the Ca cations (blue spheres) in the 
inner region of the fragment. A small 
change in position of the three-bonding 
Sil in Figure 9c is accompanied by an im- 
mediate spatial change of the lone pair 
electron, which now shows a sp3 geometry 
(Figure 9d). Therefore it can no longer 
take part in the coordination of Ca3. On 
the other hand, Ca3 polarizes the three 
two-bonding Si centers located at the 
same plane such that the localization re- 
gions of their lone pairs deviate from the 
usual horseshoe form. Overall, it is re- 
markable that the horseshoe-like lone 
pairs circumscribe very large spatial re- 
gions around the two-bonding Si atoms, 
perhaps exceeding the effect expected 
from VSEPR theory. In the 2D cross sec- 
tion of Figure 9d, the cation-polyanion 
interaction is clearly seen between the yel- 
low localization region and the blue Ca 
center. The central region of the lone pair 
is directed towards the Ca atom. We be- 
lieve that a more extensive spatial exami- 
nation of this kind with the aid of ELF 
will lead to a deeper comprehension, be- 
cause many attractors relevant in struc- 
tural chemistry become visible in their 
mutual relations. 

The relationship between electron lo- 
calization regions and cation distribu- 
tion becomes even more apparent in 
Ca,Mg,., ,Si ,[74- 761 because there are 
two different cations with completely dif- 
ferent structural and chemical functions. 
The compound contains isolated octet 
Si4- anions and planar Si,, groups 
stacked in an eclipsed manner in the [OOl] 
direction (Figure 10a). The regular distri- 

, 
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Figure 10. a) Structure of Ca,Mg,.,,Si,, containing isolated Si4- anions and planar Si,, units. b) Schematic 
Lewis formula of the planar Si:: '- Zintl anion. c) EHMO band structure (left), density of states (DOS, center, 
in states per cell and eV), and MO scheme (pattern) of the x orbitals of Ca,Mg,.,,Si,, close to the Fermi level. 
The band structure reveals bands with large dispersion intersecting the Fermi level. These bands give rise to the 
metallic nature of Ca,Mg,,,,Si,, and are composed of the x* states (e2. symmetry) of the Si6 ring (left DOS). 
The comparison between the total DOS (black line) and the DOS of all states beautifully reveals that despite 
the metallic conductivity all occupied electronic states are centered on silicon. d) ELF (LMTO) cross section 
containing Si,, rings and several Mg centers. The plot is perpendicular to the c axis of the crystal structure. 
e) and f) ELF of cross sections of an intraring bond and a terminal bond, respectively, in the Si,, ring. 

bution of large Ca cations around the Si,, 
unit and of the Mg centers at terminal and 
isolated Si atoms is clearly seen. Despite the large interunit 
distance of c = 4.40 A, there is a weak interaction that develops 
between the n states of the Si,, group. Such interactions have 
recently been verified for many polyanionic arrangements of 
silicon. Band structure calculations on different structures con- 
firm these results.[311 The corresponding EH band structure of 
Ca,Mg,,,,Si,, shows the large dispersion of the K* bands in the 
c* direction by which the semiconducting characteristic of the 
bulk of the band structure is overshadowed by a one-dimension- 
a1 metallic conductivity (Figure lOc, see ref. [31]). This effect is 
not identifiable in the form of a localized interaction in the ELF, 
as it is evidently a weak interaction. The quantum mechanical 
analysis supports a formulation that corresponds only approxi- 
mately to the Zintl-Klemm formalism, namely (Ca2 +)7- 

(Mg' ')7.,5[Si4-],[Sif$5 -1. Nevertheless, all ocupied electronic 

states must be assigned to the silicon anions. Even the conduc- 
tion band is centered at Si. Therefore, such compounds can be 
described as metallic Zintl phases. ELF clearly depicts those 
localization regions that are well understood according to the 
Zintl-Klemm concept. 

An interesting bonding structure can be found in the ELF of 
the highly charged oligomeric anion Si:,0.5-. Figure 10d shows 
the pattern of the Si-Si bonds and the localized lone pairs. 
Remarkably, the lone pairs clearly interact with the small 
Mg2+ ions, whereas the larger Ca2+ ions interact more with 
the bonding electron pairs and the K system (not shown). This 
result was also observed in other str~ctures.[~ ', 741 The relatively 
complicated band structure (Figure 1Oc) can thus be brought 
into a readily interpretable form (Figure 10d) with the aid of 
ELF. 
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The 68.5 valence electrons of the Si::.5- unit occupy the first 
twelve 0 bonds and form the 6 x 3 = 18 lone pairs. The remain- 
ing 8.5 electron pairs occupy three n-bonding and two n*-anti- 
bonding states. The latter contribute to the conduction band 
(Figure 1Oc). Therefore, a 7c-bonding contribution remains that 
is unambiguously located in the ring as seen in the bond cross 
sections shown in Figures 10e and f. The intraring bonds are 
ecliptically distorted. A distribution of the 7c-bonding contribu- 
tion over the whole silicon framework is also conceivable, but 
such a phenomenon is not observed. The planarity of the poly- 
anions and the absence of significant distortions of the bonding 
structure in spite of partial occupancy of x* states is conspicu- 
ous here, and has also been observed in numerous other cases of 
planar Zintl anions. This is due to the relatively high formal and 
therefore comparatively high effective charges that can only be 
distributed equally when very delocalized 7c* states are generat- 
ed.[771 Any distortion would lead to an irregular charge distribu- 
tion, which evidently could not be stabilized by given cation fields. 

The structure of the ternary silicide Ba,Mg,Si, contains Si, 
pairs and Si, chains.[311 The latter are in the cis-trans confor- 
mation and planar. The all-trans chain is well known for the 
compounds MSi (M = Ca, Si, Ba), which crystallize in the 
chromium boride structure In Ba,Mg3Si4 it is con- 
ceivable that the cis conformation is only present when Mg 
centers are coordinated to one of the Si centers. The Mg atoms 
are always in the exo- and the large Ba atoms in the endo-posi- 
tion to the chain (Figure 11 top). The center of the trans connec- 
tion (of the chain) is always surrounded by four large metal 
atoms, whereas the highly charged terminal Si centers are al- 
ways stabilized by four Mg atoms (in both cases only two of 
these atoms are seen in the figure). This coordination pattern is 
also found at the Si, pair (Figure 11 top). Furthermore, an eclip- 

I I1 I11 IV 

Figure 11. Top: ELF plot (LMTO) of the (010) plane in the new Zintl phase 
Ba,Mg,Si, [31] that contains SI, pairs and Si, chains. As in Figure 10, the direct 
relationship between the Mg centers and the lone pair electrons is demonstrated, 
whereas the coordination of the Ba cations at the Zintl anions is less pronounced. 
According to the determined stoichiometry one of the Sin Zintl anions must contain 
x contributions. Bottom: The ELF cross sections of the bonds labeled above clearly 
show that only the six-membered chain contains x contributions. These contribu- 
tions are very distinctive in the central bond 11, weaker in 111, and almost absent 
in IV. 

tic packing of Zintl anions along the c axis of the unit cell is 
present here. Even in this case it is not possible to formulate a 
completely saturated system with respect to charge balance: 
(Ba2+),(Mg2+),(Si:-)(SiA4-) and (Ba2'),(Mg2'),(Si;-)- 
(Sii6-) represent possible formulations of Ba,Mg3Si4. In the 
former case, the six-membered chain is unsaturated (e.g. 
[Si-Si-Si=Si-Si-Si]14- with 36 valence electrons), in the lat- 
ter a [Si=SiI4- pair is proposed. Now we want to address the 
following questions with the aid of ELF: 
1. Are there double bonds in Zintl phases and if so, where? 
2. What dictates the conformation of the Si, chain? 
3. Why is there a conspicuous accumulation of Mg centers at 

the terminal Si atoms? 
To answer the first question ELF for a plane perpendicular to 

the c axis of the structure was analyzed (Figure 11 top). The 
small representations in the lower part of the figure are sections 
through Si- Si bonds that are correspondingly indicated in the 
picture above. There is a rotationally symmetric Si-Si bond in 
the Si, unit that is centered with respect to the interatomic 
vector (Figure 11, I). It clearly features the characteristics of a 
o bond. On the other hand, the central bond in the chain shows 
an elliptical form and is more extended (Figure 11, 11). The Ba 
atoms come closer to the extended bond, which leads to an 
enhanced coordination of the n bond. The next bond is marked- 
ly distorted towards the Mg centers and shows an elliptical 
shape in the central, relatively compact region (Figure 1 1, 111). 
Finally, the bond to the terminal Si atom is almost rotationally 
symmetric and reveals hardly any n character (Figure 11, IV) . 
This ELF analysis suggests the simplified formulation 
[Si-Si~-_lSi=Si=Si--Si]~~- for the %A4- ion. A more de- 
tailed analysis of the underlying band structure calculations 
confirms this formulation. Thus, Ba,Mg3Si4 may be formulated 
(Ba' '),(Mg'+),(Si: -)(Sii4-) .[311 

The second question can be answered in light of the geomet- 
rical arrangement of cations and lone pairs. Upon comparing 
the position of the Ba,Mgz groups around bond I11 with the 
alignment of the participating Si centers, it is clearly seen that 
both lone pairs are oriented towards the Mg centers and away 
from the Ba centers. Therefore, a local cis conformation results. 
In the bonds exclusively coordinated by Ba cations (I, 11, and 
IV), the lone pairs are in the trans position, which allows a 
symmetrical interaction with the cations. 

Figure 11 shows that most of the lone pair electrons are ori- 
ented towards the Mg centers. It is thus the Mg and not the Ba 
centers that play the dominating role in dictating the coordina- 
tion geometry. Therefore it is clear that assuming an equal pro- 
portion of cations to anions, the Mg2+ ions are able to stabilize 
higher charges in Zintl anions. This can be predominantly at- 
tributed to the higher Coulomb effect. It was previously shown 
that this structure-directing effect of the Mg cations can be used 
for controlling the variety of Zintl anions in the solid 

Finally the spherically symmetric ELF distribution around all 
metal centers, where only a shell-like structure is visible, should 
be mentioned, that is, the metal centers act almost as perfect 
cations. This will be further quantified in Section 4.2. The effec- 
tive charges of the metal centers are smaller than (I = + 2; how- 
ever, this is not important as they only stabilize the electronic 
states of the anions. 

state,[31. 74.811 
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Table 1. Classes of chemxal compounds, typical building groups, and chemical interactions 
~~ _ _ _ _ _ _ _ ~ ~  

No. Class of compound Basic units Type of interaction 

I van der Waals packings atoms, molecules van der Waals 

I1 alloys atoms, clusters, simple structures covalent and delocalized 

I11 intermetallic phases polyhedra, nets, partly complex structures covalent, ionic, and delocalized 

IV Zintl phases, semiconductors isolated, oligomeric, and polymeric ions covalent, ionic 

V insulators ions, valence polymers covalent, ionic 

VI coordination compounds molecules, complexes, and clusters covalent, ionic 

VII H-bridging systems polar molecules, valence polymers covalent, ionic 

VIII composite combinations of classes I-VI 

metal packings metallic 

4. Intermetallic Compounds 

In the past twenty years a great number of novel solid-state 
inorganic compounds have been synthesized, leading to a deeper 
understanding of structure-property relationships; thus, we are 
now able to face intermetallic compounds with new ideas and 
concepts. The evident conflict between more or less uniform 
structures of many metallic elements and their often quite com- 
plex compounds highlights complicated aspects of the chemical 
bond, which, however, are gradually being unraveled thanks to 
the development of theoretical methods. A significant difficulty 
in transferring classical valence concepts to compounds of class- 
es I1 and I11 (Table 1) is their unique structural chemistry and 
topological form. Obvious relations exist only to boranes and 
clusters. The definition of intermetallic compounds as a unified 
family is not so simple; an encompassing theory is not at hand, 
especially considering the smooth transition to the semiconduc- 
tors on the one hand and to the alloys on the other, the diverse 
expressions of the chemical bond, and the extraordinarily rich 
and varied structural chemistry. Older classifications such as 
that of B. Pearson (molar volumina, portion of the total energy 
in the band structure, framework or hybrid-framework struc- 
tures, ref. [82]) are generally useful but definitely limited with 
regard to a deeper understanding of the chemical bond. Even 
the successful division into structure maps does not lead to true 
~nderstanding. '~~] 

Also in this context, investigations with ELF led to complete- 
ly new qualitative but also quantitative insights. We will show in 
the following sections how the chemical bond in intermetallic 
phases may be analyzed with ELF. To this end we studied two 
principal classes of compounds: Type A) those with more homo- 
polar networks and type B) those with cluster-building units. 

4.1. ELF in Intermetallic Phases 

Figure 12 shows ELF calculations on a series of substances 
that reveals a transition from the semiconducting compounds to 
intermetallic phases and to metals in the following order: cc-Si, 
CaAl,Si,, SrAl,, BaAl,, CaAl,, and ~ - A l . [ ~ ~ l  We assign these 
phases to type A. The general change in the ELF shows a devel- 
opment of strongly structured, contracted localization regions 
to distributions revealing not only distinctive structuring but 
considerably smaller differences between the extrema. The very 

high localizations (white regions) decrease proportionally and 
vary strongly in form and extension. Simultaneously, a change 
from clearly defined two-center localizations (a-Si, CaAl, , 
SrAl,) to the coexistence (BaAl,) of two-center (Figure 12i, 
broad white spots) and multicenter bonds (Figure 12i, small 
white spots) as well as antibonding interactions (Figure 12j) 
occurs. The differences in bond lengths in BaAl,, however, 
are not so dramatic and sometimes counterintuitive: the 
shortest distance is found for the five-center - six-electron bond 
(272.5 pm), whereas the two-electron- two-center bond is 
slightly longer (278.4 pm). An A1-A1 distance of 305 pm is in- 
dicative of antibonding interactions (Figure 12j) and is quite 
close to the Al-A1 distance in cc-A1 (286.3 pm). A discussion 
about bond lengths and bond strengths inevitably fails here.[851 
It should be noted that even in SrAl, and BaAl, some localiza- 
tion regions show rather high ELF values and therefore yield 
corresponding integrated electron numbers (see Section 4.2). 

The Laves phase CaA1, and a-A1 belong to the class of sub- 
stances clearly classified as metals; however, distinct localiza- 
tion regions are also present that may be understood in terms of 
covalent pair interactions even in the case of a-Al. The conspic- 
uously complex structural chemistry of A1 compounds, includ- 
ing quasicrystals, is expressed in the highly symmetric cubic 
closed packing of the metal. A similar case is found in CaAl,, 
but only for the Al-A1 interactions; the Ca-A1 contacts are 
more ionic (Figure 121,m). There are no Ca-Ca bonding con- 
tributions in spite of the diamond-like Ca substructure. Further- 
more, all cases show a relatively spherically symmetric distribu- 
tion of core and very weak valence localization (blue colored) 
around the large Ca, Sr, and Ba metal atoms, which indicates 
ionic character. This has been confirmed by quantitative analy- 
ses (see Section 4.2). 

4.2. Quantitative Investigations 

In structural chemistry, geometrical parameters as well as 
those deduced from topology and composition such as coordi- 
nation numbers, bond strength, and formal charges have been 
used for a long time to classify compounds. With skillfully cho- 
sen division procedures, model systems are obtained that are 
sometimes amazingly resilient, but with well-defined limits. 
More precise statements about, for example, effective or partial 
charges, or valence electron distributions require other defini- 
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Figure 12. Structure and ELF representations (based on LMTO calcuIations) of selected 2D cross sections of the following structures: a), b) a-silicon, c), d) CaAI,Si,, e)- g) 
SrAI,, h)-j) BaAI,. k)-m) CaAI,, n), 0) a-Ai. This series is representative for the transition from valence compounds to metals. 

tion schemes and as such lead to different results. In principle, serving domain (WB) division was proposed by Voronoi and 
centers which are meaningful in structural chemistry, such as the Dirichlet[861 in the 19th century and used by Niggli and Laves 
so-called attractors (molecules, complexes, atoms, centers of for crystal chemical  investigation^.[^'. 881 The domains (WB) are 
bonds, etc.) and their domains (WBs) are The restricted by the construction of convex polyhedra around the 
most basic model is that of rigid spheres that do not completely attractors. A sufficient number of planes are erected on the 
fill the space. The simplest, and for the most part volume-pre- interatomic vectors so that the polyhedra are completely 
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closed. The division point on the vector can be chosen according 
to radius relation criteria and is critical. Even the volume-pre- 
serving power plane method[891 is not free from that arbitrari- 
ness. Furthermore, the restriction of domains (WBs) by planes 
is a relatively rough approximation. 

As mentioned, domains (WBs) of single atoms or ions are 
obtained upon the division of electron density according to the 
method of Bader."" A corresponding division with ELF yields 
electronic domains (WBs) for atom cores (only in the case of 
all-electron calculations), lone pair electrons, bonds, and bond- 
ing contributions such as in cluster compounds with delocalized 
three-center bonds (e.g. boranes). Both the atomic and electron- 
ic domains (WBs) can be used for integration of incremental 
values such as partial charges, ionicity of bonds, and number of 
electrons per interaction center per attractor. 

The domain (WB) regions for the electron density in a-Al, 
a-Si, and CaAl, in the form of three-dimensional envelopes are 
shown in Figures 13 a, c, and g, respectively. Whereas a euclide- 
an polyhedron (rhombic dodecahedron) is obtained for alu- 
minum, the border planes for the atomic cells of a-Si and CaAl, 
are bent. A comparison of the edges of the polyhedra for the 
euclidean division (Figure 13 f) and the division of orthogonal 
trajectories according to Bader1l2] (Figure 13 e) clearly reveals 
different results due to the restriction to planar borders in the 
former case. 

a 
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e 
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Figure 13. Domain (WB) divisions for quantitative partitioning of electron densi- 
ties p [12] (a,c,g) and ELF (b,d). a),b) Al; c),d) Si; g) CaAl,. The bonding regions 
in b) and d) appear either as a distorted octahedron (a-Al, green) or as a rhombus 
(a-Si, dark green). e) The atomic domain (WB) in a-Si may be described as a saddle 
polyhedron with bent boundary planes. The comparison of the topology of edges of 
this polyhedron with that obtained by a geometrical division method f )  1891 reveals 
distinctive differences. 

The clearly structured domain (WB) of A1 in CaAl, is striking 
(red) (Figure 13g). It appears to be polarized by an almost 
spherical core region around Ca (green). This implies that sig- 
nificant ionic bonding contributions are present in the CaAl, 
Laves phase as evidenced by a relatively hard cation (Cad') and 
a very soft anion (A&) and thus covalent Al-A1 interactions 
may be assumed. The quantitative investigations confirm this 
impression convincingly (see Table 2). Figures 13 b and d show 
the divisions for the corresponding ELF. 

Figure 14 displays the course of the trajectories in the two-di- 
mensional sections in Figure 12; each picture shows the division 
of the electron density (atomic regions, top) and the division of 
the ELF (electronic regions, bottom). A comparison of both 
regions reveals a certain duality in the sense that where attrac- 
tors are found in ELF, trajectories are present in the electron 
density and a minimum is found for the electron density at bond 
critical points along the interatomic vector. Furthermore, in 
CaAl,Si,, SrAl,, BaAl,, and CaAl, only one attractor is found 
for the alkaline earth metals and it is at the core position. This 

a b 

d 

C 

Figure 14. Contour line diagrams (thin black lines) with orthogonal trajectories 
that indicate the course of space divisions (thick black lines) in pairs for the electron 
density (top) and ELF (bottom) for a) CaAI,Si,, b) SrAI,, c) CaAl,, and d) BaAI, 
(LMTO calculations). The values given in Table 2 are obtained by separately inte- 
grating each domain (WB). 
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coincidence of atomic and electronic domains is indicative of the 
presence of quasi-ions in all cases. Furthermore, it is interesting 
that the domains (WB) in electron density and those of the cores 
in ELF are almost equal in form and extension for the elec- 
tropositive metals Ca, Sr, and Ba. In Figure 14 these dual rela- 
tions between p and ELF as well as the corelike form of the 
electronic domains at Ca, Sr, and Ba are emphasized. 

Some quantitative values of this domain (WB) analysis are 
given in Table 2. The division of p yields partial charges q (dif- 
ference between the number of valence electrons in the neutral 
atom and the N,(at.) values) that are about the same with re- 
spect to the electropositive metals for the intermetallic phases 
SrAl, and CaAI, (y(Ca) % qSr) % 1). Suprisingly, the charge does 
not increase in BaAl, (q(Ba) z + 0.7) although the concentra- 
tion of the more electronegative component A1 is doubled. As 
expected the calcium atom in CaAl,Si, carries a higher charge 
(q(Ca) z + 1.3). However, the high positive charge of aluminum 
(q(A1) z + 1.3) in this phase is unexpected. Actually, aluminum 
and silicon form a network with clearly covalent bonding contri- 
butions that are expressed in the ELF in the form of separable 
electronic attractors (see Figure 14a). The term “polar covalen- 
cy” can be used to describe CaAl,Si, with the formulation 
(Ca“+[A1S+SiY-],), whereas the interaction between Ca centers 
and [Al,Si,J has pronounced ionic character. 

Table 2. Quantification of the electron density and the ELF over domain (WB) 
divisions: N,(at.): Number ofelectrons for atomic domains (WB); Ne(al.): Number 
of electrons for electronic domain (WB) and ELF attractor. 

Compound atomic cell N.(at.) electronic cell N.(el.) distance [pm] 

REVIEWS 

function is particularly valuable because the rules of valency do 
not hold here and there is no other comprehensive bonding 
theory yet. However, according to the few ELF investigations to 
date it is evident that the exceptional feature of intermetallic 
phases is a mixture of a wide variety of bonding forms. 

4.3. CuAl, and Its Variants 

The CuAI, structure is the aristo structure type of a great 
number of intermetallic phases. Pt,Ga,, PdSn,, PtSn,, PtPb,, 
RhBi,, and PdGa, are isotypical to or derived from the CuAI, 
structure. All these compounds can be classified under type B 
(see Section 4). They feature a common building element, name- 
ly square antiprisms of main group elements E, which are inter- 
c o n n e ~ t e d [ ~ ~ * ~ ~ ]  in various ways through E-E, T-E, and T-T 
bonds (T = transition element). Examination of the local chem- 
ical bond with ELF reveals the development of totally different, 
strongly bound partial fragments especially in the E partial 
structure,[951 which are accompanied by a noticeable localiza- 
tion within the square antiprisms. In CuAl,, for example, there 
are strong bonds between the A1 pairs connecting the prisms.[961 
This is reminiscent of the strong bonds between boron polyhe- 
dra and the terminal two-electron- two-center bonds in boron 
clusters, and of the Ga, pairs in the structure of ~t-Ga.[’~] These 
bonds are sections of two interpenetrating graphite-like net- 
w o r k ~ . ~ ~ ~ ’  

The lone pairs of electrons in PtPb, and RhBi, are located on 
the main group elements that are oriented according to the 
topology of simple periodical nodal surfaces (PNSs) . [ 9 5 ,  971 

Such a surface-active behavior of inert pairs of electrons is 
known, for example, from the work of Anderson, Galy et 
al.,[981 and has also been interpreted by using PNS.[”’ In 
PdGa,, the Ga, squares emerge as the more strongly bound 
units and, according to quantitative analyses, four electrons (i.e. 
two bonds) are distributed over the four-membered groups.[951 
Furthermore, weak Pd-Ga interactions were found described 
in the sense of a “real” metallic bond. It was shown here that 
different interactions are spatially separated and that this divi- 
sion can be simply visualized with the aid of a PNS.1951 

_ _ _ _ _ _ _ ~ ~  ~ 

a-A1 Al atom 

CdAI, Ca atom 
Al atom 

SrAI, Sr atom 
At atoin 

BaAI, Ba atom 
A1 atom 
Al atom 

CaAI,Si, Ca atom 
AI atom 
Si atom 

a-Si SI atom 

~ 

3.01 AI-AI 

0.99 
3.50 AI-A1 

1.01 AI-AI 
3.51 AI-A1 

A1 - A1 

1.33 AI-A1 
2.57 AI-AI 
3.75 AI-At 

0.77 e,-pair 
1.46 AI-Si 
6.18 AI-A1 

4.03 Si-Si 

0.5 286.3 

1.30 284.2 

2.13 219.9 
2.01 278.6 
1.60 293.0 

2.05 218.4 
1.45 272.5 

305.2 

1.96 
1.67 248.9 
1.00 257.2 

2.02 235.1 

5. ELF of Surfaces 

The effective electron numbers per domain (WB) reveal the 
influence of the corresponding attractor (bond, formula unit). 
Domain (WB) regions with approximately two electrons include 
the Si-Si bond, one of the three kinds of AI-A1 bonds in SrAl,, 
as well as the lone pair in CaAl,Si, (Table 2). The integration of 
another A1-A1 bond in SrAl, yields slightly more than two 
electrons; the cross section through this bond shows an elliptic 
form of the ELF. A weak n-bonding contribution seems to be 
present, but it does not appear to influence the bond length. 
Similar effects have also been found in Zintl anions of sili- 

Smaller integrated electron numbers indicate 
multicenter bonds (see BaAI,) or polar bonds with a corre- 
sponding Coulomb contribution. 

The quantitative results summarized here reveal ELF to be 
very suitable for the examination of intermetallic phases. The 

74, 7 5 .  

The surface structures of many substances are unknown to- 
day. The reconstruction and passivation of surfaces are crucial 
phenomena that determine, for example, reactivity, thermal sta- 
bility, crystal growth, electrolytical, and sintering characteris- 
tics. With regard to the specific control of these phenomena and 
to the access to nanotechnology, mechanistic bonding and dy- 
namic models become extremely important, particularly be- 
cause the surface area becomes more important as the particles 
become smaller. 

Scanning probe methods enable exciting new insights in sur- 
face phenomena, and with scanning tunnel microscopy (STM) 
it is possible to generate images of surfaces at subatomic resolu- 
tion. The corresponding images cannot easily be interpreted, 
because they depend on many factors such as composition of 
the probe tip, surface covering, bias voltage, and the density of 
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states close to the Fermi level for the surface.['001 The latter 
means that only a part of the electronic structure of the surface 
is explored. For this reason it is interesting to carry out theoret- 
ical modeling of surfaces not only with calculations of partial 
electron densities (PED) alone but also with the ELF. Spatial 
representations that may also be calculated for surfaces are ob- 
tained with both methods and both are able to reproduce as- 
pects of STM images. 

Today, surfaces of silicon single crystals are among the most 
well defined and thoroughly examined surfaces. The (100) sur- 
face of silicon has been frequently and controversially discussed. 
It is known that a 2 x 1 surface reconstruction takes place, but 
there is no agreement as to whether the dimer formation is 
symmetrical or unsymmetrical (Figure 15a) .[Io1, The results 
of the theoretical investigations depend on the quality of the 
calculation and there is no consensus yet as to which model is 
superior. However, it is possible to draw direct topological com- 
parisons between experiment and models with the PED and the 
ELF. Figure 15 b shows the corresponding density of states 
(DOS) close to the Fermi level (EF) of the three surface situa- 
tions depicted in Figure 15a. It is clearly seen that in both cases 
the reconstruction (formation of dimer) leads to a decrease of 
the DOS at EF.  Figure 15c reveals the total valence electron 
densities (TEDs, top), the partial electron densities (PEDs) for 
unoccupied states (EF< E<(E, + 3 eV) center), and the PED 
for occupied states close to EF ((EF - 3 eV) < E j  E F ,  bottom) 
for the same three situations. The accompanying 2D ELF 
cross sections calculations are presented in Figure 15 d for quan- 
tum mechanical states occupied up to EF + 3  eV (top) and for 
the states occupied up to EF (bottom). Figure 1% shows the 
accompanying three-dimensional isosurface representations of 
ELF, whose exact form depends on the ELF value. Since ELF 
is always determined over all occupied states, the images ob- 
tained from the detection of the unoccupied (virtual) states 
(tunnel current from the tip to the surface) and occupied 
states (reversed tunnel current) must be simulated with the cal- 
culation of a slightly reduced or neutral system (Figure 15e 
bottom). 

The comparison of calculated images with those measured 
(Figures 15f and g) for both directions of bias voltage shows 
interesting differences, which are discussed in reference [loll.  
Figure 15 f shows the STM picture at positive bias voltage (elec- 
trons move from the tip to the surface) and therefore a repro- 
duction of the unoccupied states (conduction band) of the sur- 

This corresponds to Figures 15c center, 15 d top, and 
15e top. The result for the reversed bias voltage (electrons move 
from the surface to the tip) is presented in Figure 15g. The 
correlation to the calculated Figures 15c bottom, 15d bottom, 
and 15e bottom is clear. 

At this point it must be stressed that 
1. the TED is not sufficiently structured for a good explana- 

tion of these observations, 
2. the PED are well structured and subtly differentiable but 

change significantly with small variations of the energy 
window [(E, - A E ) ,  EJ (like the STM pictures upon 

3. the ELF shows a situation intermediate to TED and the 
PED, that is it is well structured and considers all occupied 
states. 

change of the bias voltage), 

The advantage of ELF is that it not only provides an accurate 
reproduction of the spatial distribution but also a detailed image 
of the chemical bond and, particularly here, of dangling bonds 
at the surface. This is rarely possible with the other methods. 
Therefore ELF provides necessary and sufficient information 
for the analysis of STM images. It must be emphasized that 
there is no theoretical basis up to now for a relation between 
ELF and the STM experiment. 

6. Localization Patterns in Interstitial Space 

Nowadays, diffraction methods constitute a most important 
part of the determination of structure-property relationships. 
However, in some cases X-ray diffraction methods face nontriv- 
ial problems if, for example, super- or noncommensurate struc- 
tures are to be determined, if twinning or disorder phenomena 
demand very sophisticated approaches, or if very light atoms 
must be resolved in the presence of strong X-ray scatterers. 

Semiconducting compounds such as Zintl phases can in gen- 
eral be rationalized by the application of simple bonding con- 
c e p t ~ . [ ' ~ ~ ]  If, however, unusual or unexpected moieties occur it 
is not always certain whether they actually exist or are just an 
artifact of an erroneous structure determinati~n.['~'* The 
existence of a geometrical void in such a structure is expected to 
arouse suspicion, but it cannot be used as a sure indicator for an 
overlooked atom or group of atoms. The "free" space may be 
generated for electronic reasons, for example as a packing space 
for lone pairs that are tightly bound to specific atoms, or of 
more or less free electrons as in electrides, intermetallic com- 
poundss, and metals. The ELF is an extraordinarily useful sen- 
sor, especially for such problems in structure determinati~n.~"~' 

Several times we have alluded to hierarchical relations in the 
sense that an ELF attractor also represents electrophilic par- 
ticles such as protons. Mostly, these special attractors can be 
assigned to a part of the atomic structure. We should point out 
that ELF enables the visualization of patterns in interstitial 
space in such regions that cannot be associated with single 
atoms. The following four examples illustrate that such pat- 
terns, which indicate weakly bound but still spatially localized 
electrons, are in many cases indicative of overlooked atoms and 
thus may be of considerable importance for verifying the cor- 
rectness of a structure. 

6.1. Suboxides of Zintl Phases 

To corroborate our findings concerning ELF we analyzed 
with LMTO band structure calculations[36] Zintl phases that 
contain light heteroatoms X in addition to mononuclear and 
oligomeric Zintl anions. 

Compound Ca,Sb,O[losl was first described as a binary calci- 
um antimonide Ca,Sb['091 (Figure 16a), an assertion corrected 
shortly thereafter by the authors. The structure contains isolat- 
ed Sb3- ions and thus the compound can only be a valence 
compound, as expected, if an additional X2- anion is present. 
The additional anion was identified as 0' coordinated octahe- 
drally by six calcium atoms. Surprisingly, the calculation of the 
ELF for Ca4Sb, (without the 0 atom!) generates one and only 
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Figure 15. a) Si(100) surface models containing dangling bonds: 
nonreconstructed unit (left), symmetrical dimer (center), and asym- 
metrical dimer (right). b) Projections of the density of states of the 
different models from a) onto the surface atoms. From left to right: 
doubly bound surface atoms of the nonreconstructed unit, both 
equivalent atoms of the surface layer of the symmetrical dimer, sur- 
face atoms with states beyond EF, and the atoms slightly below the 

surface with states above EF. c) 3D representations of isosurfaces of TED (top row), PED of states in the energy region from EF to EF + 3 eV (second row), and PED in the 
region from EF - 3 eV to EF (third row). d) and e) 2D and 3 D  representations, respectively, of ELF with electronic occupation up to EF (corresponding to the electron number 
of Si. bottom row), and with electronic occupation of the states up to EF + 3 eV (corresponding to the formation of a further electron pair at the surface atoms, top row). 
f )  STM image of the unoccupied surface states (positive bias voltage). g) STM image of the occupied surface states (negative bias voltage). 

1827 
Angew. Chem. Inr. Ed. Engl. 19!?7,36, 1808 - 1832 



REVIEWS A. Savin, R. Nesper et al. 

d 

C 

a 

I 

k 

m 

e 

h 

n 

P 

f 

i 

0 

Figure 16. Structures and representative ELF (LMTO) cross sections with and without interstitial atoms (see text): a) structure of Ca,Sb,O, b), c) cross sections of the empty 
Sr, octahedron (ELF of the empty octahedron suggests the presence of the heteroatom) and with interstitial 0 atom, respectively; d) structure of Ba,Ge,X, e),f) cross sections 
of the empty Ba, octahedron and with interstitial 0 atom, respectively; g) structure of Ba,Ge,O, h),i) cross sections of the empty Ba, octahedron and with interstitial 0 atom, 
respectively; j) structure of CaH,, k)-m) ELF of the Ca partial structure, with only one crystallographically unique H atom, and with all H atoms, respectively; n)-q) “SrSi” 
(second modification), n) structure with empty Sr octahedra [79], 0) planar Zintl anion [Sil,,](zo~x’~, p) ELF cross section containing a Si,, unit and a Sr, octahedra; q) like 
p) but with 0 as a heteroatom corresponding to the Sr,,Si,@ composition. 
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one additional localization region, which lies at the center of the 
Ca, octahedron (Figure 16 b, white area). After introduction of 
the 0 atom into the calculation, an ELF is yielded that clearly 
displays the 0 atom with its core regions (Figure 16c). It is 
remarkable that despite the use of the different electron counts 
similar localization patterns are found for Ca,Sb, ((8 + 10)e) 
and Ca,Sb,O ((8 + 10 + 6)e). 

Quite recently, von Schnering et al. synthesized derivatives of 
barium germanides that contain Ba,X octahedra and typical 
Zintl anions of germanium.["0* 'l'] In Ba,Ge,X there are Gei- 
tetrahedra (Figure 16d) and in Ba,,Ge,X planar GeAO- rings 
occur. The ELF distributions without the heteroatoms X show 
localization patterns that are exactly at those positions that are 
occupied by X atoms or X groups. Figures 16e, f, h, i display the 
corresponding ELF sections through the Ba, octahedra without 
(Figures 16e,h) and with the X atoms (Figures 16f,i, X = 0). 
The ELF displays the sites of the heteroatoms quite convincing- 
ly. According to the Zintl-Klemm concept and band structure 
calculations, X 2 -  units such as 02- ,  Cz-, NH2- are expected 
in these sites."' 

The so-called second modification of "SrSi" (Figure 16n), 
which has never been confirmed experimentally, contains a very 
interesting Zintl anion, a planar unit with quite a pecu- 
liar variation in Si-Si bond lengths.["31 One would expect a 
formal charge distribution for this Zintl anion like that depicted 
Figure 160. However, the Sil -Sil bond lengths (256 pm) are so 
much longer than the other two (Sil -Si2 241 pm, Sil -Si3 
241 pm) that this explanation seems quite suspect. A closer in- 
spection reveals that the Sr atoms form an empty octahedron. 
The ELF treatment reveals a localization pattern (white spots in 
the structural section in Figure 16 p) consistent with the assump- 
tion of D bonds between Sil and Si2. The lone pairs are indicat- 
ed by white clouds of high ELF value located at expected pos- 
tions. 

The long Sil-Sil bond has unusually low ELF values. More 
remarkable, however, is the center of the single Sil -Si3 bond 
(241 pm), for which a white region is to be expected, if the 
electron structure shows no peculiarities, and thus obeys the 
Zintl-Klemm concept (Figure 160) . [ ' ~~ '  

Even more surprising is the large localization region between 
the four Sr atoms in the upper middle of Figure 16 p. Two addi- 
tional Sr atoms above and below that plane generate a distorted 
octahedron that shows a remarkable contraction compared 
with the neighboring Sr groups on the left and right side. Too 
high an accumulation of charge on the Zintl anion could lead to 
the formation of a cage orbital"061 in the Sr, octahedron. In this 
case, SrSi would belong to the class of electrides. The center of 
the octahedron, however, is an ideal position for an electroneg- 
ative heteroatom such as oxygen. The corresponding distances 
(4 x 245,2 x 285 pm) coincide very well with the Sr -0  distances 
found in SrO (6x257pm, ref. [114]) and in SrTiO, (12x 
276 pm, ref. [115]). The presence of a heteroatom would also 
explain the failed attempts to synthesize this "SrSi" modifica- 
tion from rigorously purified elements.[' Neither the EH nor 
the LMTO investigations on the hypothetical phase Sr,,Si,,O 
reveal a band gap at the Fermi level indicating a semiconductor. 
Therefore, there is no preferred valence electron number that 
allows for the more electronegative neighbors of oxygen, such as 
fluorine, nitrogen. or carbon, to act as heteroatoms.1"71 In the 

meantime, it has been shown on numerous Zintl phases that a 
limited capacity for accumulation of charge in highly charged 
Zintl anions leads to a planar geometry and a partially occupied 
71 system. For the binary "SrSi", there are unusually high Sr 
contributions to a few bands below the Fermi level. This is quite 
unusual according to our experience. 

A LMTO calculation with oxygen in the void position leads 
to an ELF that shows a surprisingly smooth distribution of 
white bond regions in the Si,, framework (Figure 16q), and the 
Sr contribution below the Fermi level disappears. We would like 
to emphasize that it was not obvious at the outset that a removal 
of two electrons from the Si partial structure to the 0,- ion 
would generate a, by our standards, very reasonable o-bonded 
structure that is understandable with the quantum mechanical 
ELF analysis. 

6.2. Determination of Hydrogen Positions in Hydrides 

The following example, CaH, ,I' "2 ' is important because, 
in general, hydrides present a problem in structure determina- 
tion. Quite frequently, such compounds are microcrystalline 
and thus single-crystal investigations cannot be performed. Fur- 
thermore, hydride positions may not be found by X-ray analysis 
because of the small scattering factor of hydrogen. 

To follow the typical procedure adopted in the determination 
of a hydride structure, the CaH, structure was analyzed with the 
ELF starting with the pure Ca substructure. Figures 16j-m 
display a section of the structure that contains atom positions 
Ca, HI, and H2. In Figure 16k the ELF is shown for the pure 
Ca substructure, that is without electron pair acceptors. There 
is a weak but significant localization (yellow spot) that includes 
the position of H2. If now one H atom is added and located at 
that site, a new localization spot that coincides with the position 
of Hl  becomes clearly visible (Figure 161). Actually this second 
localization region is already distinct in the ELF for the Ca 
substructure, but only equally as strong as a neighboring posi- 
tion unoccupied by H. These two weaker localization regions 
can be clearly distinguished after an antisymmetrical introduc- 
tion of the first H atom on the observed position.["g1 Therefore, 
this second localization region is clearly observable in a subse- 
quent ELF calculation (Figure 161). 

The ELF of the complete structure (Figure 16m) beautifully 
reveals the ionic character of this hydride: there are only low 
ELF minima between the atoms. Nevertheless, a significant po- 
larization is visible, especially of the hydride ions but also of the 
Ca2 + ions, which includes deviations from the spherical symme- 
try. 

We must emphasize that this new way for the determination 
of missing atom positions is, less reliable if the substructure 
reveals a higher symmetry than the complete structure, because 
the quantum mechanical calculation represents only a given 
symmetry. For example, starting from the magnesium position 
in MgH,, an isolated localization cloud is obtained that indi- 
cates an interstitial region.12'. 311 But this region only represents 
the center of a region containing two hydride ions and does not 
permit any further geometrical specifications. Starting with such 
information, further methods in optimizing geometry can suc- 
cessfully lead to a complete structural model. 

Angen.  Chem. Inr. Ed. Engl. 1997,36, 1808-1832 1829 



REVIEWS A. Savin, R. Nesper et al. 

There are many indications that ELF describes the chemical 
bond in molecules, clusters, and extended structures in such a 
differentiated way, that, in general, regions of high ELF values 
can be understood as nucleophilic centers. With ELF it is pos- 
sible to find missing atoms in incomplete structures, and in fact, 
as in CaH,, even the positions of the major component and not 
only of a few of overlooked atoms. 

7. Outlook 

7.1. The Chemical Bond in Intermetallic Phases 

Quite recently, a highlight by J. C. Schon appeared in this 
journal dealing with the chemical bond.[g01 Therein an article by 
Burdett et al.,[911 and especially the following statement, was 
critically discussed: “. . . that the ’metallic bond’ as a separate 
term with equal weight to the other three traditional schemes[*] 
should be abandoned” and “certainly it does not have a mathe- 
matical framework distinct from the other three categories . . .”. 
Equivalently, the metallic bond does not represent a special type 
of chemical bond because previously known bonding types ap- 
pear simultaneously in the corresponding structures and band 
structures should be used in the classifi~ation.[~~l The rebuttal 
of Schon praised the usefulness of the usual forms of descrip- 
tion of the metallic bond and criticized Burdett et al. for 
focussing on only one method (EH) for the calculation of band 
structures. 

We believe that both authors are certainly correct, but the 
essential things that are governed by the term metallic bond are 
not yet fully understood. In our ELF investigations on inter- 
metallic phases, definite localized bonding structures are found, 
mostly coexisting with ionic interactions, two-electron- two- 
center, two-electron-three-center, multielectron-multicenter 
bonds, as well as lone pair electrons, and conducting electrons. 
Here, clear separations between bonding forms, as known from 
valence compounds, can no longer be drawn. Furthermore, in- 
termetallic phases sometimes show a very complicated struc- 
tural chemistry. This proves that the coexistence of totally dif- 
ferent bonding forms leads to a new structure chemical quality, 
where local and cooperative effects arrange themselves in very 
specific ways. The metallic bond might be one of the most ho- 
mogeneous of all bonding classes with respect to differences in 
localization, but at the same time one of the most complex 
regarding the variety of bonding forms that are simultaneously 
present in a structure. 

Evidently, the metallic bond may be explained by using a 
combination of classical bonding concepts but there is no reason 
to reject its definition as an independent class. It is important 
that an independent phenomenon is described here that is valid 
for many substances. The essence of a system is not simply the 
sum of its parts. We believe that the essence of the characteristic 
features of metals and intermetallic phases as an independent 
class is not yet clear, but ELF will contribute significantly to this 
end. 

7.2. Hierarchy 

A totally general relation in the construction of chemical and 
presumably all other structures emerged from the analysis of the 
chemical bond with the aid of ELF: there is a hierarchical cor- 
relation between structures of equal basic topology. For ex- 
ample, there is a correlation between the structures of diamond, 
cristobalite, and LiloP4Nlo.[1201 Every C atom in the diamond 
structure is substituted by a SiO, tetrahedron in cristobalite and 
by a P,N::- unit in LiloP4Nlo. It is important here that the 
correlated structures belong to the same symmetry group or 
correspond to group- subgroup relations. The central sites, the 
positions of the C atoms in the diamond structure, are invariant 
attractors, whereas other structural elements are located at 
those sites in each of the accompanying structures. The chemical 
correlation between the building groups may change com- 
pletely, but the topology of the structure invariant attractors 
(the center of gravity of the structure elements) is always pre- 
served. In the mathematical sense, it is unimportant whether 
distortions of the complete structure (e.g. change of the angles, 
change of unit cell dimensions) occur as long as the number of 
principle neighbors around each invariant attractor remains un- 
changed. 

Von Schnering has demonstrated “hierarchical relationships” 
in a great number of such hierarchical families.[’211 Now, with 
the aid of ELF, localization regions of electrons may be intro- 
duced in such hierarchical relationships and thereby, surprising 
new correlations have been found. It seems that attractor struc- 
tures, which are obtained from electron distributions using ELF, 
are also formed by atoms, molecules, or clusters. This was al- 
ready demonstrated in individual cases, for example the attach- 
ment of hydrogen atoms at attractors of transition metal com- 
plexes and boranes (see Section 2.4). 

This correlation seems to be most important for the structural 
relations of intermetallic phases, oxides, and fluorides found by 
O’Keeffe and Hyde.[1221 In many cases the atomic distribution 
in intermetallic phases is identical or very similar to the cation 
distribution in oxides and fluorides. In 1991, one of us pointed 
at the misinterpretation of this correlation by O’Keeffe and 
Hyde, namely in the sense of large cations.[821 At the time an 
explanation was given correlating the electronic domains in 
intermetallic phases with the anion positions of oxides and 
fluorides.[*’] So far, ELF investigations increasingly confirm 
this assumption and its unexpected scope. It seems that there 
are correlations between localization regions of electrons and 
many atomic or molecular structures. Further systematic inves- 
tigations are necessary for the confirmation of this statement. 
We were surprised that this method can be reversed for the 
localization of missing atoms in uncompletely determined struc- 
tures. 

1241 

but not yet amalgamated into a general concept. The calculation 
of the ELF may be quite useful for a classification of this 
kind.r211 In this respect, the observed ELF patterns provide not 
only compound- or structure-specific information but gain a 
general topological significance. 

Such correlations have been occasionally observed1121. 
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