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Using the SIBFA polarizable molecular mechanics procedure, we analyze the binding energy of a bimetallic
Mg(II)/Zn(II) enzyme, isopentenyl diphosphate isomerase, to an inhibitor built up of a trianionic diphosphate
and of a cationic ethyldimethylammonium (EDMA) moiety. The analyses are performed on the protein
recognition site, which totals 13 residues, as well as on some “mutants” in which one selected residue is
removed at a time. They are also carried out for the individual recognition sites, namely, EDMA, Mg(II), and
Zn(II). Comparisons are done with ab initio quantum chemistry (QC) results on all considered sites, with
different basis sets and at different levels of correlation. The SIBFA computations reproduce the evolutions
of the QC interaction energies in the recognition site and its “mutants”. For such sites, small (<2-3%)
relative errors are found after the BSSE correction is done. Such close agreements can conceal, however,
some shortcomings found in the individual binding sites, which QC energy decomposition analyses can identify.

Introduction

Isopentenyl diphosphate isomerase (IDI) is a bimetallic Zn/
Mg metalloenzyme which catalyzes the isomerization of iso-
pentenyl diphosphate (IPP) into dimethylallyl diphosphate.1 The
Mg(II) cation is involved in binding of the diphosphate moiety
of ligands, either substrates/products or inhibitors, while Zn(II)
has a structural role and is coordinated by a glutamate essential
to the catalytic mechanism of the enzyme. The structure of IDI
in complex with N,N-dimethyl-2-amino-1-ethyl diphosphate
(NIPP), an inhibitor acting as a transition state analogue, has
been solved by X-ray crystallography.2 It is represented in Figure
1a, and the structure of NIPP is shown in Figure 1b. This
complex has three distinct domains, the energy features of which
we wish to investigate by polarizable molecular mechanics
(PMM) computations and ab initio quantum chemical (QC)
computations performed in parallel. Figure 2 shows the interac-
tions taking place between NIPP and the IDI recognition site.

(1) In the Mg binding domain, the NIPP diphosphate binds
Mg(II) through one anionic oxygen from each phosphate group.
Mg(II) is in addition monocoordinated by Glu116, the Cys67
main chain, and by two water molecules. Diphosphate, which
has a total net charge of -3, is additionally stabilized by ionic
interactions with four basic residues, namely, Lys21, Arg51,
Lys55, and Arg83. The terminal, dianionic phosphate, has

H-bond interactions with the NH group of a His residue in the
neighboring Zn(II) binding site. The monoanionic phosphate
binds through its ester O to one Mg(II)-coordinating water, Wat1,
which in turn acts as an H-bond acceptor from the second

* To whom correspondence should be addressed. E-mail: nohad.gresh@
parisdescartes.fr.
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Figure 1. Representation of (a) the three-dimensional structure of IDI
and (b) the molecular structure of the NIPP inhibitor.
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Mg(II)-coordinating water. In addition to the very large
intermolecular interaction energies, significant nonadditivity
effects can be anticipated.

(2) In the Zn binding site, Zn(II) is coordinated by three His
and two Glu residues (Glu114 and Glu116). The occurrence of
three His residues in catalytic Zn binding sites is not uncommon,
as is the case for metallo-�-lactamase enzymes.3 While Glu or
Asp can be encountered as a fourth Zn-coordinating ligand, the
simultaneous involvement of two such residues along with three
histidines has, to the best of our knowledge, no precedents.
Besides a structural role, the Zn binding site assists catalysis
by properly orienting Glu116, the active-site residue involved
in proton-transfer isomerization.

(3) In the N,N-dimethyl-2-amino-1-ethyl binding domain, the
protonated terminal ethyl, dimethylammonium moiety (denoted
as EDMA) undergoes electrostatic attraction from both Glu
residues which coordinate Zn(II) in the Zn binding site. In
addition, EDMA has cation-π4 interactions with residue
Trp161, which is itself in the vicinity of two other aromatic
groups, Tyr104 and Trp58. Simultaneous interactions of a tri-
or a tetramethylammonium group with Trp indole groups and
carboxylate groups from Asp residues were previously observed
in the recognition sites of enzymatic proteins such as acetyl-
cholinesterase5 and of nonenzymatic proteins such as the
phosphorylcholine antibody binding site.6

NIPP can thus bind to both Mg(II) and Zn(II) binding sites,
while the two sites do not interact directly between themselves.

On the basis of previous studies including crystal structures
of mechanism-based inactivator complexes with the enzyme and
site-directed mutagenesis results,2 a possible mechanism for
isomerization of IPP into DMAPP has been proposed. In this
antarafacial protonation/deprotonation mechanism, reaction is
initiated by protonation of the double bond with involvement
of Glu116. The proton could be given directly by this residue
or could come from Tyr104 located within H bonding dis-
tance of the carboxylate group of Glu116. The possibility that
the proton comes from water cannot be excluded but seems less
probable, since an appropriately positioned water molecule has
not been detected thus far. The tertiary carbocationic intermedi-
ate is stabilized by the metal activated carboxylate form of
Glu116 and by a cation-π interaction with the indole side chain
of Trp121. The thiol moiety of Cys67, presumably in the thiolate

form, assists in removing the proton from the tertiary cation.
Following catalysis, the thiol proton Cys67 would then be
recycled to Glu116/Tyr104. It is this mechanism hypothesis that
has been adopted in the current study. An alternative in which
Cys67 is the proton donor and Glu116 the proton acceptor is
possible. Discrimination between both mechanisms is however
out of the scope of the present study.

The magnitudes of the intermolecular interaction energies are
expected to very significantly vary in the three domains
considered separately, as well as upon integrating them in the
complex represented in Figure 2. This provides an opportunity
to evaluate the accuracy of polarizable molecular mechanics
covering the range of such interactions. We will consider in
succession, following the order of increasing magnitudes of their
stabilization energies, the EDMA, the Zn and Mg binding sites,
and then a global site, with, as well as without, the Zn binding
site. We will consider the following issues:

EDMA Binding Site. What are the magnitudes of the
individual interaction energies of EDMA with either one or both
Trp161 and Trp58 indole rings, either one or both E114 and
E116 carboxylate groups, and all four groups simultaneously?
What are the sensitivities of the QC results to the basis sets at
both uncorrelated and correlated levels? To what extent could
the basis set superposition error (BSSE) affect the QC results
at both levels, particularly with the largest basis set?

Zn Binding Site. What are the amplitudes of variations of
the QC intermolecular interaction energies and individual
contributions upon passing from a Zn(II)-His25-His32-His69
complex with all three neutral Zn-coordinating ligands to a
Zn(II)-His25-His32-His69-Glu114-Glu116 one, with two
additional anionic ligands? To what extent could PMM account
for these variations, both in terms of total energies and of their
individual contributions?

Mg Binding Site. What are the magnitudes of intermolecular
interaction energies and of their contributions concerning the
binding of the monoanionic and terminal dianionic phosphate
taken separately, as well as those of the trianionic diphosphate
entity? In the context of PMM calculations, to what extent could
diphosphate be assembled from its constitutive mono- and
diphosphate fragments?

Integral Binding Site. The binding site represented in Figure
2 has a considerable buildup of anionic and cationic charges.

Figure 2. Representation of the IDI-NIPP complex.
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The NIPP inhibitor has a net charge of -2, namely, -3 at one
extremity and +1 at the other. In addition to the two divalent
cations, there are two arginine and two lysine residues, which
total a charge of +4, and three Glu and an anionic cysteinate
residue, denoted as Cy-, which total a charge of -4. The site
also includes the two Mg(II)-coordinating water molecules and
two aromatic groups, Tyr104 and Trp161. The complex totals
148 atoms. It is one of the largest we investigated so far by QC
approaches. As was the case with bacterial dihydropterin
pyrophosphokinase (HPPK),7 metallo-�-lactamase (MBL),8 and
phosphomannoisomerase (PMI),9 the size of the complex, the
buildup of net charges, and the interplay of attractive and
repulsive effects set critical challenges for PMM. With which
relative accuracies could PMM still match the QMM results?
Could it match the QC energy trends upon selectively removing
a given residue, and what are the relative weights of polarization
and charge transfer? To the best of our knowledge, there are
no related systematic analyses reported in the context of any
other PMM methodology than the present one, and neither
possibly from semiempirical approaches.

While IDI is not a target for the development of antitumor
compounds, it is noted that accumulation of IPP due to the
inhibition of its rearrangement eventually results in its conver-
sion to an ester derivative of ATP which can be pro-apoptotic
against tumor cells.10 This should further raise the interest for
inhibitors of IPP rearrangement. In this connection, novel
lipophilic cationic bisphophonates similar to NIPP can inhibit
tumor cell growth by acting as inhibitors of farnesyl diphosphate
synthase and geranylgeranyl diphosphate synthases.11

Procedure

QC Computations. At the HF level, energy decompositions
were done with the restricted variational space analysis (RVS).12

It decomposes the intermolecular interaction energies, denoted
∆E(RVS), into four separate contributions: electrostatic/
Coulomb (ECoul) and exchange repulsion (Eexch) at first order
and polarization (Epol) and charge transfer (Ect) at second order.
These computations used the CEP 4-31G(2d) basis set.13 The
basis set used on the Mg(II) cation is the 6-631G(2d) basis set
as described in ref 14. To validate the magnitudes and trends
in the complexes investigated, several calculations were also
done with more extended basis sets, namely, 6-311G** and cc-
pVTZ.15

The contributions of correlation to the total intermolecular
interaction energies were done with the DFT procedure using
the B3LYP16 and PBE17 functionals. Whenever tractable, the
MP2 procedure18 was used as well, to provide a more complete
representation of correlation embodying dispersion as well. The
basis set superposition errors (BSSEs19) were computed at both
the MP2 and DFT levels. These computations were done with
the Gaussian 03 package.20

We have also performed DFT-D computations, in which an
explicit dispersion term is added to the B3LYP functional,
following the procedure due to Grimme et al.,21 and imple-
mented in Gaussian 0922 and in the 2009 version of GAMESS.23

The RVS computations were done with the GAMESS
package. In its implementation, the RVS procedure removes
the BSSE that involves the virtual orbitals.19b The reported
∆E(RVS) values are thus BSSE-corrected.

Polarizable Molecular Mechanics Computations. We have
used the SIBFA polarizable molecular mechanics procedure.24

Within this procedure, the interfragment interaction energy is
computed as a sum of five separate contributions: penetration-
corrected multipolar electrostatic,25 EMTP*, short-range repulsion,

Erep, polarization, Epol, charge transfer, Ect, and dispersion, Edisp.
Details on the formulation and calibration of these contributions
are given in refs 24 and 25.

IDI is assembled using the SIBFA library of fragments. In
keeping with our previous studies, the distributed multipoles26

and polarizabilities27 are those derived from their HF molecular
orbitals computed with the CEP 4-31G(2d) basis set. The
fragments making up the NIPP inhibitor are ethyl-methyl-
ammonium, methane, monoanionic phosphate monoester
H2PO3

-, and dianionic phosphate HPO3
2-. To allow for rotations

around the Oest-P bond, the phosphate monoester was split into
a water-like fragment, HOest-H*, and a phosphate-like fragment,
H*-PO2

-. The fictitious H* atoms bear null multipoles, and
each of the Oest-H* and H*-P bonds bear half the multipoles
and polarizabilities of the original Oest-P bond.

The starting coordinates of the IDI-NIPP complex are taken
from its high-resolution X-ray structure2 as deposited in the PDB
file with identifier 1NFS.

Energy minimizations (EM) on the internal coordinates used
the Merlin package.28 Merlin is a polyvalent minimizer, in which
nongradient- and gradient-based minimizers can be activated
in succession. The first category encompasses the simplex, roll,
and random algorithms. The second category encompasses two
quasi-Newton algorithms, namely, BFGS (Broyden-Fanno-
Goldfarb-Davidon) and DFP (Davidon-Fletcher-Powell), and
a conjugate gradient (CG) algorithm. Derivation and coding of
the analytical gradients of all of the SIBFA energy contributions
is not yet completed, so that the latter three algorithms could
not be used with analytical gradients. These algorithms can,
however, compute the gradients numerically, and they have been
used as such. On the basis of several anterior tests, we found
that the roll algorithm was in general more efficient than BFGS,
DFP, or CG with numerical gradients, and we have resorted to
it predominantly but not exclusively. This choice is done,
however, at the cost of a much larger number of energy
evaluations. With about 200 variables in internal coordinates,
one EM run consists of 2000-4000 calculations. It can be
restarted until the energy stabilizes, typically, if its variations
are of <1 kcal/mol out of 1000-2000. A recently implemented
alternative is MD using SIBFA and a simplified functional
without the charge-transfer contribution and scalar, instead of
anisotropic polarizabilities. It will be commented on below.

As in our previous studies on inhibitor-metalloenzyme (IM)
complexes,7-9 the protein backbone is held rigid and the side
chain of the residues of the recognition site and the position of
the cations are relaxed. The inhibitor is fully relaxed. The
assumption of a rigid protein is adopted in order to limit the
number of variables for EM. It has been reconsidered in our
previous paper on inhibitor binding to the Zn-metalloenzyme
phosphomannoisomerase (PMI),9 in which AMBER molecular
dynamics (MD) was carried out on the ligand-free PMI. MD
resulted in very limited backbone relaxation and strong overlap
with the starting X-ray structure. The prime objective of the
present paper is to resort to high-level ab initio QC to evaluate
the accuracy of PMM in the recognition site of a binuclear
metallo-enzyme and its subsites, rather than a posteriori
reconstitution of such a site. The optimized geometry should
lend itself to such comparisons, on account of its satisfactory
overlap with the X-ray structure (see below). In another vein,
EM of the complex of a mercaptobenzamide inhibitor to a
smaller protein, the C-terminal Zn finger of HIV-1 nucleocapsid,
was carried out by relaxing all torsion angles of the protein
target.29
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In the above-mentioned studies, solvation was accounted for
by the Langlet-Claverie continuum reaction field procedure.30

Restarting EM in the presence of the continuum, while resulting
in important variations of the total energy, was generally found
to have only a small impact on the equilibrium geometry. Since
the present study does not aim to compare the relative binding
affinities of competing inhibitors, we did not resort to it.

The parameters used are those published in ref 31. One
exception relates to the oxygens of the terminal dianionic
phosphate group. It was found that a representation with six
sp3 lone pairs with occupation numbers of 1 was preferable to
the previous one with two sp2-like lone pairs with occupation
numbers of 2 and two π lone pairs with occupation numbers of
1. This was done following test calculations on the binding to
this entity of one Zn(II) cation or of a water molecule used as
a probe (de Courcy et al., to be published). Such a choice is
similar to the one originally adopted for the anionic oxygen of
methoxy.24b The values of the effective radii (in Å) used for
penetration, repulsion, polarization, charge transfer, and disper-
sion are, respectively: PW, 1.40; RW, 1.46; PW, 1.63; TW, 1.68;
DW, 1.46.

Results and Discussion

We denote by ∆E(SIBFA) and ∆Etot(SIBFA) the SIBFA
intermolecular interaction energies, respectively, without and
with the dispersion energy contribution. These values are to be
compared to their QC counterparts, which are respectively
∆E(HF) and either ∆E(MP2) or (when MP2 computations are
intractable) ∆E(DFT). The side chains of Glu, Cy-, Lys, Arg,
His, Tyr, and Trp have been modeled, respectively, by formate,
methanethiolate, methylammonium, methylguanidinium, imi-
dazole, phenol, and indole. In the IDI Zn binding site, all three
His residues bind Zn(II) by their Nε nitrogen. A superimposition
of the energy-minimized and of the crystallographic structures
is given as Supporting Information, showing a good overlap. It
was done on the two metal cations, the Zn-coordinating His
nitrogens, the Glu Cδ carbons, the nitrogens of Lys and Trp
side chain nitrogens, the Arg guanidinium carbon, and the NIPP
nitrogen and phosphorus atoms. The rmsd is 0.54 Å. Following
a reviewer’s request, we have also considered the possible
involvement of additional discrete water molecules in the
binding site. We resorted to an algorithm originally designed
by Daudey, Langlet, and co-workers32 to locate discrete water
molecules in the vicinity of accessible polar sites, which was
interfaced in the SIBFA software. We have thus included up to
seven molecules in the vicinity of the NIPP end phosphate
group. Three different pathways were adopted, upon relaxing
the water molecules (a) without distance restraints, (b) with one
water restrained to bind one anionic oxygen and another one to
another anionic oxygen (dH-O ) 2.25 Å), and (c) with two
waters restrained to each of the two anionic oxygens. Using
the newly operational MD algorithm in SIBFA, three successive
MD runs on their positions and of 25 ps for each were done.
These MD runs were not pursued further on account of the
shallow behavior of the energy in the last run. MD was followed
by Merlin minimizations on their positions, upon also relaxing
NIPP, the cations, and the side chains of the recognition site.
For paths b and c, a second run was done upon removing the
distance restraints. We found that none of the seven added
molecules had direct interactions with NIPP. These waters
interacted instead at the periphery of the recognition site, and
essentially with Lys21, Lys55, Arg83, and Glu135 (not shown).
The overlap with the crystal structure with the sites mentioned
above was similar (0.62 Å) to the 0.54 Å rms found in the
absence of the discrete waters.

1. EDMA Binding Site (Figure 3). The results are reported
in Table 1. Table 1a reports the EDMA interaction energies
with the Trp side chains, and Table 1b, those with the Glu side
chains, as well as its interaction energies with all four side
chains, namely, Glu114, Glu116, Trp58, and Trp161.

(a) Interactions with the Trp Side Chains. The first cation-π
complexes to have been investigated in the context of PMM
approaches were in a 1980 paper33 comparing the tetra- versus
monomethylammonium binding energies in the active site of a
phosphorylcholine antibody which totaled up to seven side chain
residues. Studies of cation-π complexes have been subsequently
reported in the context of QC34 as well as PMM.35 Table 1a
shows that ∆E(SIBFA) can closely reproduce its ∆E(HF)
counterparts in the four investigated complexes: the three
bimolecular complexes EDMA-Trp161, EDMA-Trp58, and
Trp58-Trp161 and the trimolecular EDMA-Trp161-Trp58
one. Comparison with the RVS analyses using the CEP
4-31G(2d) basis set shows that the magnitudes of the summed
second-order contributions are satisfactorily reproduced as well.
The values of Ect(RVS) are very small. Those of Ect(SIBFA)
with indole as an electron donor are virtually null. When
Ect(RVS) is non-null, it can be compensated by a slightly larger
value of Epol in SIBFA than in HF. The numerical agreements
of ∆E(SIBFA) with ∆E(HF) appear for such complexes to be
better with the 6-311G** and cc-pVTZ basis sets than with the
target CEP 4-31G(2d) set.

The gain in correlation following the MP2 treatment is
noticeably larger with the CEP 4-31G(2d) basis set than with
the 6-311G** and cc-pVTZ basis sets. This is most conspicuous
in Trp58-Trp161, where δEcorr amounts to -7.1 kcal/mol,
compared to -4.6 kcal/mol with the latter two basis sets. On
the other hand, accounting for the BSSE correction results in
the δEcorr(MP2) values coming much closer together with all
three sets. This is exemplified in the largest complex,
EDMA-W161-W58, for which δEcorr(MP2) amounts to -6.5,
-5.3, and -6.8 kcal/mol for the three respective basis sets. The
corresponding value of Edisp(SIBFA) is -5.2 kcal/mol. Ac-
counting for the BSSE correction also affords a good agreement
of ∆Etot(SIBFA), amounting to -14.6 kcal/mol, to ∆E(MP2),
amounting to -14.9, -13.4, and -14.7 kcal/mol in the three
basis sets. In a recent analysis of the binding site of the Zn-
metalloenzyme alcohol dehydrogenase, BSSE was also found
to bring closer together the ∆E(MP2) values computed with
different basis sets, and the corresponding ∆Etot(SIBFA) value
(de Courcy et al., submitted).

Figure 3. Representation of the EDMA binding site.
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DFT/PBE computations performed with the cc-pVTZ basis
set give rise to smaller interaction energies than MP2. This is

particularly the case in the Trp161-Trp58 complex, for which
∆E(DFT) is virtually null, while it amounts to ∼ -2.0 kcal/

TABLE 1: Values (kcal/mol) of the QC and SIBFA Interaction Energies and Their Contributions in the EDMA Binding Site of
IDIa

(a) Interactions Involving the Two Trp Side Chains

EDMA-W161 EDMA-W58 W161-W58 EDMA--W161-W58

QC SIBFA QC SIBFA QC SIBFA QC SIBFA

Ec/EMTP -5.8 -6.0 -1.6 -1.7 -1.0 -1.8 -8.4 -9.5
Erep 0.8 0.6 0.0 0.0 3.2 2.9 4.0 3.6
E1 -5.1 -5.3 -1.6 -1.7 2.2 1.2 -4.4 -5.9
Epol(RVS)/Epol* -2.2 -2.4 -0.5 -0.5 -0.2 -0.2 -2.9 -3.2
Epol(KM)/Epol -2.1 -2.5 -0.5 -0.5 -0.3 -0.2 -3.2 -3.5
Ect -0.3 -0.0 -0.0 -0.0 -0.4 -0.0 -0.8 -0.0
BSSE 0.3 0.0 0.4 0.7
∆Eb/∆E(SIBFA) -7.6 -7.9 -2.1 -2.2 1.6 1.0 -8.4 -9.4
Ecorr/Edisp -2.3(-3.8) -2.3 -0.2(-0.2) -0.1 -4.1(-7.1) -2.8 -6.5(-10.8) -5.2
∆E(MP2) + BSSE/∆Etot (SIBFA) -9.9 -10.1 -2.3 -2.3 -2.5 -1.8 -14.9 -14.6
∆Ec -8.0 -2.1 +1.7 -9.1
BSSE 0.5 0.0 0.5 1.0
∆Ec + BSSE -7.5 -7.9 -2.1 -2.2 2.2 1.0 -8.1 -9.4
∆E(MP2) -10.1 -2.2 -2.9 -15.6
BSSE 0.9 0.0 1.2 2.2
∆E(MP2)c + BSSE -9.2 -10.1 -2.2 -2.3 -1.7 -1.8 -13.4 -14.6
Ecorr

d/Edisp -1.7(-2.1) -2.2 -0.1 -0.1 -3.9(-4.6) -2.8 -5.3(-6.5) -5.2
∆Ed -7.7 -2.1 1.5 -8.2
BSSE 0.3 0.0 0.3 0.3
∆Ed + BSSE -7.4 -7.9 -2.1 -2.2 1.8 1.0 -7.9 -9.4
∆E(MP2) -10.2 -2.3 -3.1 -16.0
BSSEd 0.5 0.0 0.7 1.3
∆E(MP2)d + BSSE -9.7 -10.1 -2.3 -2.3 -2.4 -1.8 -14.7 -14.6
Ecorr

d/Edisp -2.3(-2.5) -2.2 -0.2 -0.1 -4.2(-4.6) -2.8 -6.8 -5.2
∆E(DFT/PBE)d -8.0 -2.1 -0.5 -10.4
BSSE 0.2 0.0 0.3 0.4
∆E(DFT/PBE) + BSSE -7.8 -10.1 -2.1 -2.3 -0.2 -1.8 -10.0 -14.6
∆E(DFT-d)d -10.0 -2.4 -2.6 -15.0
BSSE 0.2 0.0 0.3 0.5
∆E(DFT-d)d + BSSE -9.8 -2.4 -2.3 -2.3 -1.8 -14.5 -14.6

(b) Interactions Involving the Two Glu Side Chainse

EDMA-E114 EDMA-E116 E114-E116
EDMA-E114-

E116
EDMA-W161-

W58-E114-E116

QC SIBFA QC SIBFA QC SIBFA QC SIBFA QC SIBFA

Ec/EMTP -82.0 -82.0 -115.4 -115.2 94.1 93.1 -103.3 -104.1 -104.2 -105.8
Erep 5.7 5.2 35.8 33.3 4.1 8.4 45.4 46.9 49.4 50.6
E1 -76.3 -76.8 -79.6 -81.9 98.2 101.5 -57.9 -57.2 -54.8 -55.2
Epol(RVS)/Epol* -5.1 -5.3 -12.7 -12.5 -5.5 -6.9 -24.2 -26.0 -25.0 -26.6
Epol(KM)/Epol -6.3 -6.1 -15.9 -16.1 -4.6 -6.0 -27.8 -29.4 -27.9 -29.4
Ect -1.4 -0.5 -6.0 -2.1 -0.3 0.0 -7.6 -2.1 -8.1 -2.0
BSSE 0.5 1.0 0.8 2.2 3.0
∆Eb -83.3 -83.3 -99.3 -99.9 92.8 95.5 -90.1 -88.6 -87.7 -86.6
Ecorr

b/Edisp -2.6(-4.7) -2.1 -3.9(-8.6) -5.2 -2.3(-6.9) -2.4 -9.2(-18.9) -9.7 -16.8(-31.0) -15.3
∆E(MP2)b + BSSE /∆Etot -85.9 -85.4 -103.2 -105.1 92.8 93.1 -99.3 -98.3 -104.5 -101.9
∆Ec -86.3 -105.6 93.6 -99.5 -97.8
BSSE 3.3 5.1 3.0 10.8 12.0
∆Ec + BSSE -83.0 -83.3 -100.5 -99.5 96.6 95.5 -88.7 -88.6 -85.8 -86.6
∆E(MP2)c -90.4 -112.8 90.0 -114.3 -120.7
BSSE 5.4 9.2 4.4 18.3 20.7
∆E(MP2)c + BSSE -85.0 -83.3 -103.6 -99.5 94.4 93.1 -95.8 -98.3 -99.0 -101.9
Ecorr

b/Edisp -2.0(-4.1) -3.1(-7.2) -2.2(-3.6) -7.1(-14.8) -13.2(-22.9) -15.3
∆Ed -84.6 -102.0 96.9 -94.3 -92.1
BSSE 1.8 2.6 1.8 5.7 6.3
∆Ed + BSSE -82.8 -83.3 -99.4 -99.9 95.1 95.5 -88.6 -88.6 -85.8 -86.6
∆E(MP2)d -85.9 -110.1 -8.4 94.8 -110.4 -116.6
BSSE 0.3 5.2 2.9 2.4 10.6 12.0
∆E(MP2)d + BSSE -85.6 -85.4 -104.9 -105.1 91.9 93.1 -99.8 -98.3 -104.6 -101.9
Ecorr

d -2.8 -5.5 -3.2 -11.2 -15.8 -15.3
∆E(CCSD-T)f -88.7 -110.0 90.0 -110.0
BSSE 3.1 5.6 2.9 10.9
∆E(CCSD-T)f + BSSE -85.6 -85.6 -104.4 -105.1 92.9 93.1 -99.1 -98.3
∆E(DFT/PBE)d -87.8 -108.6 94.3 -106.3 -106.4
BSSEd 2.4 3.5 1.8 7.5 8.1
∆E(DFT/PBE) + BSSEd -85.4 -85.6 -105.1 -105.1 92.5 93.1 -98.8 -98.3 -98.3 -101.9
∆E(DFT-d)d -88.6 -109.5 94.1 -109.2
BSSE 2.4 4.0 2.3 8.4
∆E(DFT-d)d + BSSE -86.2 -105.5 91.8 -100.8

a The RVS computations are done with the CEP 4-31G(2d) basis set. Values in parentheses denote the Ecorr values uncorrected for BSSE at
the MP2 level. b CEP 4-31G(2d) basis set. c 6-311G** basis set. d cc-pVTZ basis set. e The interactions involving both Glu and Trp side chains
are given in the last column. f cc-pVTZ(-f) basis set.

4888 J. Phys. Chem. B, Vol. 114, No. 14, 2010 Gresh et al.



mol at the MP2 level. Computations done at the B3LYP level
give rise to smaller ∆E(DFT) magnitudes than at the PBE level
(unpublished). Such results are in line with earlier reports on
the underestimation of stacking interactions by DFT ap-
proaches,36 while PBE represents an improvement over B3LYP
in this respect. It was recently proposed to augment DFT with
a damped empirical dispersion term.37 This “DFT-d” procedure
has been validated on several intermolecular complexes and
shown to reproduce very satisfactorily the results from CCSD(T)
computations. It was of interest to test this procedure in the
present context, upon resorting to the new functionalities of
the G09 and GAMESS softwares. With the cc-pVTZ basis set,
the values of BSSE-corrected ∆E(DFT-d) are virtually identical
to the corresponding BSSE-∆E(MP2) ones, while the BSSE
errors are equal to the DFT/PBE computations.

NonadditiVity. Table 1a shows that there is a modest amount
of cooperativity (-0.2 to -0.4 kcal/mol) found by QC and
SIBFA upon comparing the values of the three bimolecular
interaction energies and their contributions to those in the
trimolecular complexes. Such a modest value could be due to
the relatively large distances between the two aromatic rings,
as translated by the very small Epol and Ect values in the
Trp161-Trp58 complexes, limiting cooperativity. It does not
prejudge on the situation in other complexes, such as in the
recognition site of acetylcholinesterase,5 in which several Trp/
Phe residues bind a terminal tetramethylammonium moiety in
a hydrophobic “gorge”, which is being presently analyzed by
parallel RVS/SIBFA analyses (de Courcy et al., to be published).

(b) Interactions with the Glu114 and Glu116 Side Chains.
Uncorrelated LeVel. Table 1b shows that, for the EDMA-Glu114
complex, ∆E(RVS/CEP 4-31G(2d)) and its contributions are
very closely reproduced by SIBFA. For the EDMA-Glu116
complex, a close agreement is still obtained but is due to some
error compensations between first- and second-order terms.
Notably, Ect(RVS) amounts to -6.0 kcal/mol, whereas
Ect(SIBFA) has a much smaller value of -2.1 kcal/mol. The
large value of Ect(RVS) is due to a short distance of approach
between one C-connected EDMA hydrogen and one carboxylate
oxygen of Glu116, namely, 1.67 Å. It cannot be ascribed to
BSSE, which is limited to 1.0 kcal/mol. The significantly smaller
Ect(SIBFA) turns out to have a limited impact on the total
energies. However, it has much more severe consequences at
shorter EDMA-carboxylate distances. Thus, at a distance of
1.47 Å, Ect(RVS) increases in magnitude to -12.7 kcal/mol,
while Ect(SIBFA) is limited to -2.7 kcal/mol. On the other hand,
∆E(MP2) has a much less favorable value at this distance,
namely, -94.4 instead of -103.2 kcal/mol. This would render
such a structure a priori less meaningful. This shortcoming of
Ect(SIBFA) has precedents. In the case of H-bonded complexes,
Ect(SIBFA) was found to correctly reproduce Ect(RVS) in all
cases when the electron acceptor molecule is neutral (as with
water and formamide) but to underestimate it when it is cationic,
as with methylammonium or hydronium.25b,38 As formulated in
the context of SIBFA,39 Ect occurs on the antibonding orbital
located on the chemical bond B-H that bears the H electron
acceptor. The heavy atom B has a contribution that counteracts
the transfer occurring on the H atom. Seeking an alternative
formulation of the coefficient FB (formula 25 from ref 39b) upon
which such a contribution depends, and in order to reduce it,
could possibly restore to Ect a proper magnitude. This will be
considered in future studies but is however beyond the scope
of the present work.

Table 1b shows that, following the BSSE correction, the
6-311G** and cc-pVTZ basis sets give ∆E values that are very

close to the CEP 4-31G(2d) ones. This is the case for the
bimolecular complexes as well as for the tri- and pentamolecular
complexes. Upon passing from the three bimolecular complexes
to the trimolecular one, a small cooperativity of Epol is observed
with the CEP 4-31G(2d) basis set. Thus, Epol amounts to -27.8
in the trimolecular complex, while its summed value in the three
bimolecular complexes is -26.8 kcal/mol. Such cooperativities
translate the fact that the two carboxylates bind EDMA from
the same side, rather than from opposite sides. Their polarizing
fields thus sum up instead of opposing one another. Epol(SIBFA)
amounts to -29.4 in the trimolecular complex, and its sum in
the three bimolecular complexes amounts to -28.2 kcal/mol.
It is thus cooperative by a very similar amount as Epol(RVS),
namely, -1.2 as compared to -1. kcal/mol. Ect(SIBFA), despite
its small value, is slightly anticooperative (0.5 kcal/mol), while
Ect(RVS) has virtually no anticooperative effects. It actually
displays a small (-0.8 kcal/mol out of 13) cooperative character
at the shorter O--H(C) distance of 1.47 Å.

Correlated LeVel. Prior to the BSSE correction, δEcorr(MP2)
has the largest magnitudes along the sequence CEP 4-31G(2d)
> cc-pVTZ > 6-311G**. It is seen that, even with the cc-pVTZ
basis set, the BSSE correction is significant, amounting to 4.9
kcal/mol out of 16 for the trimer. Following the BSSE
correction, the δEcorr(MP2) values come closer together in all
three basis sets. Rather unexpectedly, it is the cc-pVTZ basis
set that generally gives rise to the largest δEcorr(MP2) values,
while the CEP 4-31G(2d) ones are intermediate between the
cc-pVTZ and 6-311G** sets. The values of Edisp(SIBFA) are
consistently smaller than the δEcorr(MP2) ones, and are much
closer to them when the BSSE correction is taken into account.
This can be exemplified in the largest complex, EDMA-Trp161-
Trp58-Glu114-Glu116. δEcorr(MP2) has the values -16.8,
-13.2, and -15.8 kcal/mol with the three respective basis sets,
while Edisp(SIBFA) amounts to -15.3 kcal/mol. Since prior to
correlation ∆E(SIBFA) had close agreements with the BSSE-
corrected ∆E(HF) values with the three basis sets, this applies
equally to the total interaction values as well. ∆E(MP2) amounts
to -104.5, -101.9, and -104.6 kcal/mol, while ∆Etot(SIBFA)
amounts to -101.9 kcal/mol. It has to be recalled again,
however, that such an agreement downgrades at shorter EDMA
distances of approach owing to the underestimation of Ect(RVS).
We have in addition performed CCSD(T) computations on the
three EDMA-formate complexes, using the cc-pVTZ(-f) basis
set. The values of the intermolecular interaction energies are
found to be very close to the corresponding MP2 ones with the
cc-pVTZ basis set.

DFT computations give rise to much closer agreements with
the MP2 ones regarding the EDMA complexes with Glu114
and Glu116, as compared to the indole complexes, while the
BSSE corrections are smaller. Not unexpectedly on the other
hand, the agreement downgrades in the largest complex
encompassing the two indole groups. The BSSE-corrected
values of ∆E(DFT-d) are again very close (e1 kcal/mol out of
100) to the corresponding ∆E(MP2) values.

For all EDMA complexes, the close agreements of DFT-d
calculations with BSSE-corrected MP2 values suggest that this
procedure could be very suitable for future benchmarks of
SIBFA on large molecular complexes. Further work is neces-
sary, however, concerning the polyligated complexes of divalent
metal cations, and the dependencies upon the DFT functionals
and basis sets. These will be reported in a separate study.

2. Zn Binding Site (Figure 4). The results are given in Table
2. The first two columns give the QC and SIBFA interaction
energies for the Zn complex with the three His side chains, and
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the last two ones with the additional Glu114 and Glu116 side
chains. The first complex was previously examined by parallel
QC and SIBFA computations31,40a but in a geometry resulting
from energy minimization on the Zn(II)-(imidazole)3 complex.
The computations reported here are single-point computations
on a geometry extracted from EM on the complete IDI-NIPP
complex, in which Zn(II) is pentacoordinated. At the uncorre-
lated level, ∆E(SIBFA) has a close agreement to ∆E(RVS),
the relative error amounting to <3%. Such an agreement can
however partly stem from small error compensations between
first- and second-order contributions, with E1(SIBFA) being
larger in magnitude than E1(RVS) and E2(SIBFA) being
correspondingly smaller. After correction for BSSE, ∆E(cc-
pVT(-f)) has closer values to ∆E(CEP 4-31G(2d)) than to ∆E(6-
311G**). At the correlated level, δEcorr is smaller in magnitude
with the 6-311G** basis set than with the CEP 4-31G(2d) one,
even after subtracting the BSSE at the MP2 level. Such smaller
δEcorr magnitudes with the 6-311G** set are consistent with
the results from Table 1 and those of our recent study which
bore on the active site of the Zn-metalloenzyme alcohol
dehydrogenase.41 δEcorr(cc-pVTZ(-f)) also undergoes significant
reductions in its magnitude following correction for BSSE, but
such reductions remain smaller than with the two other basis
sets. These reductions amount to -3.5 and -11.3 kcal/mol
without and with the carboxylate anions. The corresponding
values are -18.7 and -42.4 kcal/mol with the CEP 4-31G(2d)
basis and -5.7 and -15.9 kcal/mol with the 6-311G** basis
set. As a consequence, δEcorr(MP2) is the largest with the cc-
pVTZ(-f) basis set. The fact that Edisp(SIBFA) has larger values
than BSSE-corrected δEcorr rather than being close to it as in
the EDMA complexes most likely stems from the nonadditive
behavior of δEcorr in polycoordinated Zn(II) complexes, as
analyzed in refs 40 and 41, while Edisp in its present formulation
is additive. As a consequence of the present overestimation of
BSSE-corrected δEcorr by Edisp(SIBFA), ∆Etot(SIBFA) overes-
timates ∆E(MP2). The least overestimation is with respect to
the cc-pVTZ basis set. Thus, with the two carboxylates,
∆Etot(SIBFA) amounts to -660.4 kcal/mol, as compared to
-619.8, -607.9, and -630.4 kcal/mol with CEP 4-31G(2d),
6-311G**, and cc-pVTZ(-f), respectively.

We have also evaluated whether, due to conjugation, acetate
would not be a better representative of the end side chain of
aspartate and Glu residues than formate. Thus, similar QC and
SIBFA computations were carried out with this group instead

of formate. The corresponding results are given in brackets in
Table 2. They do not show major changes in the binding
energies and their contributions. However, due to conjugation,
it was necessary to use for SIBFA the multipoles and polariz-
abilities of acetate, instead of assembling those of formate and
methane, as the latter procedure resulted in a lesser agreement.
This will be considered for future studies.

3. Mg(II) Binding Site (Figure 5, Table 3). In addition to
the NIPP phosphate groups, Mg(II) is coordinated by the Glu116
side chain, the formamide moiety of the Cy-

67 main chain, and
two water molecules. We have investigated the separate binding
energies to this site of the central and terminal NIPP phosphate
groups, which bear a monoanionic and a dianionic charge,
respectively, as well as with the trianionic diphosphate entity.
The latter was constructed either (i) as a single integral and
rigid fragment with its conformation-dependent multipoles and
polarizabilities or (ii) assembled as the juxtaposition of two
fragments: monoanionic phosphate monoester H2PO3

- and
dianionic phosphate HPO3

2-. In such a case, the interaction
between the two fragments is computed simultaneously with
those with the other fragments making up the complex. The
total intermolecular interaction energy is then derived after
subtraction of this interfragment interaction in the absence of
the rest of the complex. Such a procedure was previously
adopted to compute the conformation-dependent Zn(II) interac-
tion energies of glycine and the glycine zwitterion,42 mercap-
tocarboxylates,43 and the pyrophosphate anion, the end group
of ATP bearing a total charge of -4,7 as well as the complexes
of Cu(I) and Cu(II) with flexible ligands.44 It enables one to
compute simultaneously and consistently both inter- and in-
tramolecular polarization and charge-transfer interactions, which
is necessary due to the very strong nonadditivities of these
contributions. It is recalled that, owing to the conformation
dependencies of the multipoles,45 procedure ii cannot be used
to perform torsions around the phosphate ester bonds connecting
the two phosphates. Owing to the presence of the highly
polarizable nature of the phosphate entities, we resorted for the
QC computations, along with the CEP 4-31G(2d) basis set, to
the 6-311G**, 6-311++G(3df,2pd), and cc-pVTZ(-f) basis sets.
We observe that the two larger basis sets, namely, 6-311++
G(3df,2pd) and cc-pVTZ(-f), have better agreements with the
CEP 4-31G(2d) results than with the 6-311G** ones. While
the corresponding E1 values are closer to the CEP 4-31G(2d)
ones than to the 6-311G** ones, we observe, unexpectedly, that
the values of Epol are smaller (in spite of the larger polariz-
abilities) while the Ect values are concomitantly larger in
magnitude. δEcorr has smaller magnitudes with the 6-311G**
basis set. It further decreases with the 6-311++G(3df,2pd) to
increase slightly again with the cc-pVTZ(-f) set. For the
monoanionic phosphate complex a (Table 3a), ∆E(SIBFA)
reproduces very closely the ∆E(RVS/CEP 4-31G(2d)) target
values, although the errors (<2 kcal/mol out of 550) are smaller
than those of the individual contributions, with the overestima-
tion of Ec by EMTP* being compensated by a concomitant
underestimation of Epol(RVS) by Epol*. ∆E(SIBFA) has a closer
agreement with the 6-311++G(3df,2pd) and cc-pVTZ(-f) ∆E
values than with the 6-311G** one. For the dianionic phosphate
complex b (Table 3b), ∆E(SIBFA) overestimates ∆E(RVS/CEP
4-31G(2d)) by 10.6 kcal/mol out of 670, i.e., a relative error of
2%. E1(SIBFA) is larger in magnitude than E1(RVS) by 24 kcal/
mol, due to both EMTP* and Erep. Half of this difference is
compensated by corresponding underestimations of Ect(RVS)
and Epol(RVS). Epol(QC) and Epol(SIBFA) have larger values in
the monoanionic phosphate complex than in the dianionic one.

Figure 4. Representation of the Zn binding site.
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This indicates that, in the latter complex, the stronger shielding
of the dicationic Mg(II) charge by the dianionic phosphate
overcomes the increase of its polarizability into impacting the
Epol trends.

When in complex c (Table 3c) trianionic phosphate is built
as a single rigid fragment, ∆E(SIBFA) overestimates ∆E(RVS/
CEP 4-31G(2d)) by an increased amount, namely, 28 kcal/mol
out of 787, i.e., a relative error of 3.5%. However, when it is
built using procedure ii, a significantly improved agreement is
found, the error being 9 kcal/mol out of 780, i.e., <1.5%.
Consistent with our previous findings,7,42,43 matching the
∆E(QC) values can occur in spite of the imbalance of first- and

second-order contributions, with E1 being larger in magnitude
than E1(RVS) and Epol(SIBFA) being smaller than Epol(QC). The
smaller Epol values are due to the fact that each phosphate group
undergoes the negative field exerted by the other, which strongly
opposes the field due to the Mg(II) binding site, itself dominated
by the dication charge. As mentioned in our previous studies,
upon using procedure i, such interfragment polarizations have
taken place during the SCF procedure and are built into the
actual triphosphate wave function and the multipoles and
polarizabilities derived from it. An unexpected finding on the
other hand is the fact that the larger E1(SIBFA) values are due
to Erep and not to EMTP*. Erep has dependencies upon the
monopole distributions on the atoms, and this may reflect the
greater impact of such dependencies than those of EMTP* in such
a case. There is one caveat in this connection. Regarding the
complexes of both dianionic and trianionic phosphates using
procedure i, a much better agreement of Erep(SIBFA) with its
RVS counterpart is obtained by simply increasing the value of
the effective radius of the dianionic oxygens, from 1.45 to 1.60
Å. However, this would be inconsistent with the calibration
adopted in other ongoing studies on inhibitors having a dianionic
phosphate moiety. The present calibration enables a much better
reproduction of QC values upon resorting to procedure ii which
alone could be used to model flexible diphosphates. Neverthe-
less, a more detailed investigation of the electron distribution
around the dianionic phosphate group remains necessary, as well
as of the manner in which it is affected when it is conjugated
to another phosphate group as in di- or pyro-phosphates, or
integrated into a larger entity, as found in some Zn-metalloen-
zyme inhibitors46 or in phosphorylated residues. Studies along
these lines using the ELF procedure47 will be reported separately.
Edisp(SIBFA) has smaller magnitudes than δEcorr(CEP 4-31G(2d))
and δEcorr(6-311G**). It is recalled that, in the present calibra-

TABLE 2: Values (kcal/mol) of the QC and SIBFA Interaction Energies and Their Contributions in the Zn(II) Binding Site of
IDIa

Zn(II)-H25-H32-H69 Zn(II)-H25-H32-H69-E114-E116

RVS SIBFA RVS SIBFA

Ec/EMTP -244.7 -257.4 -652.1[-652.2] -683.9[-685.8]
Erep 83.5 +81.5 161.9[167.8] 170.2[175.1]
E1 -161.2 -176.0 -490.2[-484.4] -513.7[-510.8]
Epol(RVS)/Epol* -140.5 -131.1 -101.6[-104.8] -85.8[-88.5]
Epol(KM)/Epol

-108.1 -64.2[-66.4]
Ect -31.2 -26.9 -28.6[-29.4] -30.1[-30.8]
BSSE 2.3 7.4[7.2]
∆Eb -304.9 -311.0 -595.1[-592.0] -608.0[-607.9]
Ecorr/Edisp -20.1(-38.8) -29.0 -24.7(-67.1)[-28.6(-73.6)] -52.9[-57.8]
∆E(MP2) -341.8 -669.6[-672.8]
∆E(MP2) + BSSE/∆Etot

b -325.0 -340.0 -619.8[-620.6] -660.9[-665.7]
∆Ec -300.1 -606.7
BSSE 6.7 21.1
∆Ec + BSSE -293.9 -311.0 -585.6 -608.0
∆E(MP2)c -321.8 -644.9
BSSE 12.0 37.0
∆E(MP2)c + BSSE -309.9 -340.0 -607.9 -660.9
Ecorr -16.0(-21.7) -29.0 -22.3(-38.2) -52.9
∆Ed -304.7 -600.9
∆Ed + BSSE -302.5 -311.0 -590.7 -608.0
∆E(MP2)d -335.9 -651.9
∆E(MP2)d + BSSE -330.2 -340.0 -630.4 -660.9
Ecorr -27.7(-31.2) -29.0 -39.7(-51.0) -52.9
∆E(DFT/PBE)d -333.0 -645.8
∆E(DFT) + BSSEd -323.6 -635.9

a With the CEP 4-31G(2d) basis set, values in brackets are those computed with acetate instead of formate to represent the end side chain of
the Glu residues. The values of Ecorr in parentheses are those uncorrected for BSSE. b CEP 4-31G(2d) basis set. c 6-311G** basis set.
d cc-pVTZ(-f) basis set.

Figure 5. Representation of the Mg binding site.
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tion, the contribution of the Mg(II) cation to Edisp(SIBFA) is
null.48 This choice was grounded on the basis of earlier MP2
computations of Mg(II) monoligated complexes with the CEP
4-31G(2d) set, for which δEcorr(MP2) had very small magni-
tudes.14 As such, Edisp(SIBFA) has much closer values to δEcorr

from the two largest basis sets, and this is also reflected in the
total interaction energies. For the trianionic phosphate complex,
procedure ii enables a much better agreement of ∆Etot(SIBFA)
with ∆E(MP2/6-311G++(3df,2pd)) and ∆E(MP2/cc-pVTZ
(-f)) than procedure i.

4. NIPP Binding Site. Consideration of the NIPP binding
site is an important and instructive benchmark for PMM
approaches. As in our HPPK study,7 we quantify the effects on
the interaction energies of removal of some selected residues
from the site: Trp161, Tyr104, and Cy-

67. We also removed
the two Mg(II)-coordinating water molecules. This approach
allows us to quantify how well PMM responds to such
“mutations” as compared to QC. The results are reported in
Table 4.

(a) Energy Values in the Absence of the Zn Binding Site.
∆E(SIBFA) underestimates ∆E(HF/CEP 4-31G(2d)) by values
in the range 22.5-26 kcal/mol out of 950, representing relative

errors of ∼3%. This difference should be reduced upon
including the BSSE. A lower bound could be provided by its
value in the Mg(II) site augmented with the side chains of
Lys21, Arg51, Lys55, and Arg83, namely, 12 kcal/mol (un-
published data). This would thus reduce such a difference to
11-14 kcal/mol out of 900. The 6-311G** ∆E(HF) values are
by 2% larger in magnitude than the CEP 4-31G(2d) ones, so
that the ∆E(SIBFA) values differ by 40-46 kcal/mol from them.
Calculations of the entire BSSE were performed using the G03
software. Its values are in the range 29-40 kcal/mol for the
five complexes. The ∆E(SIBFA) values are seen to differ from
the BSSE-corrected ∆E(HF/6-311G**) ones by much smaller
differences, namely, <8 kcal/mol. This represents relative errors
less than 1%.

∆E(HF/cc-pVTZ(-f)) has values intermediate between CEP
4-31G(2d) and 6-311G** basis sets. This is fully consistent with
the results found in the individual binding sites. The BSSE-
corrected ∆E(HF/cc-pVTZ(-f)) values are very close to those
obtained with the 6-311G** basis set. The fact that ∆E(SIBFA)
can closely reproduce the BSSE-corrected ∆E(HF) calculated
with both extended basis sets is worth mentioning, considering
the method was calibrated on the CEP 4-31G(2d) set. These

TABLE 3: Values (kcal/mol) of the Intermolecular Interaction Energies in the Mg Binding Site Encompassing a Formamide
Group to Model the Cy-

67 Main Chain, Glu116, and Waters Wat1 and Wat2
a

Complex a with Monoanionic Phosphate

CEP 4-31G(2d) SIBFA 6-311G** 6-311G++(3df,2pd) cc-pVTZ(-f)

EC/EMTP -567.0 -577.7 -563.1 -579.5 -562.2
Erep 84.1 84.8 66.6 94.8 76.4
E1 -482.9 -492.9 -496.6 -484.7 -485.8
Epol(RVS)/Epol* -82.1 -71.4 -57.0 -63.6 -70.2
Epol(KM)/Epol -56.9
Ect -4.9 -5.2 -23.8 -16.1 -17.6
BSSE 5.2 13.6 3.5 7.3
∆E -556.0 -555.0 -563.5 -551.0 -557.7
Ecorr/Edisp -21.2 -9.6 -16.7 -8.0 -9.2
∆E(MP2)/∆Etot(SIBFA) -577.2 -564.6 -580.2 -559.0 -566.4

Complex b with Dianionic Phosphate

CEP 4-31G(2d) SIBFA 6-311G** 6-311G++(3df,2pd) cc-pVTZ(-f)

EC/EMTP -701.8 -711.2 -698.1 -713.6 -697.5
Erep 97.8 82.9 78.3 110.3 88.8
E1 -604.0 -628.3 -619.9 -603.3 -608.7
Epol(RVS)/Epol* -71.6 -60.5 -47.8 -53.9 -61.1
Epol(KM)/Epol -48.8
Ect -6.5 -3.4 -20.0 -15.0 -15.8
BSSE 5.9 16.4 3.4 9.7
∆E -669.8 -680.4 -676.3 -661.6 -672.3
Ecorr/Edisp -21.0 -8.3 -18.6 -6.0 -10.2
∆E(MP2)/∆Etot(SIBFA) -690.8 -688.8 -694.6 -667.6 -682.5

Complex c with Trianionic Diphosphate

CEP 4-31G(2d) SIBFA(i) SIBFA (ii) 6-311G** 6-311G++(3df,2pd) cc-pVTZ(-f)

EC/EMTP -858.4 -880.2 -857.6 -860.4 -870.7 -858.3
Erep 143.7 121.9 93.6 122.1 157.4 133.5
E1 -714.7 -758.3 -764.0 -738.3 -713.3 -724.7
Epol(RVS)/Epol* -77.0 -62.5 -36.2 -51.9 -60.7 -66.5
Epol(KM)/Epol -52.4 -28.6
Ect -7.3 -4.2 -3.9 -12.3 unconverged -10.0
BSSE 7.4 18.7 11.4
∆E -787.3 -814.9 -796.5 -793.5 -790.0
Ecorr/Edisp -29.1 -13.3 -12.2 -23.7 -15.8
∆E(MP2)/∆Etot(SIBFA) -816.4 -828.2 -808.7 -817.2 -805.8

a We have considered separately the contributions to Mg(II) binding of (a) the monoanionic phosphate P1 and (b) the dianionic phosphate P2.
A diphosphate entity was next considered in which P1 and P2 are connected by an ester oxygen (c). In the SIBFA calculations, it is either (i)
built as one single rigid fragment (second column of results) or (ii) assembled by mutually interacting H2PO2

-, HOH, and HPO3
2- fragments

(third column of results).
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close numerical agreements occur in spite of the limitations that
were analyzed on the individual sites. We have reported in
Figure 6a the evolutions of ∆E(HF/CEP 4-31G(2d)), of BSSE-
corrected ∆E(HF/cc-pVTZ(-f), and of ∆E(SIBFA) in the five
considered complexes.

At the correlated level, ∆E(MP2/6-311G**) is larger in
magnitude than ∆Etot(SIBFA) by a similar amount as prior to
inclusion of correlation/dispersion, namely, in the range 41-51
kcal/mol out of 1000. This difference should, correspondingly,
be significantly reduced after the BSSE correction, for which a
lower bound is given by the corresponding HF BSSE values,
namely, a 30-40 kcal/mol range. As a consequence, ∆Etot(SIB-

FA) would differ from ∆E(MP2/6-311G**) by less than 20 kcal/
mol out of 1000. The trends of ∆E(MP2/6-311G**) listed in
Table 4 for the five complexes appear closely matched by
∆Etot(SIBFA). On the other hand, surprisingly, the values of
∆E(DFT/PBE) have smaller magnitudes than those of ∆E(HF).

(b) Energy Values in the Presence of the Zn Binding Site.
∆E(SIBFA) differs from ∆E(HF/CEP 4-31G(2d)) by differences
in the range 36-42 kcal/mol out of 1500. Again, this difference
should be reduced after BSSE corrections. A lower bound for
the BSSE correction is given by its summed values in the
EDMA, Mg(II), and Zn(II) sites, namely, 22 kcal/mol. Such a
difference would then be reduced to 14-20 kcal/mol out of

TABLE 4: Values (kcal/mol) of the Intermolecular Interaction Energies in the NIPP Binding Sitea

∆E(HF)b ∆E(HF)c ∆E(HF)d ∆E(SIBFA) E1 EMTP Epol Ect

∆E
(DFT/PBE)c

∆E
(MP2)c

∆Etot

(SIBFA)

NIPP binding site without the Zn
binding site

-993.3 -1013.8 [-975.0] -1000.4 [-976.1] -970.3 -907.1 -1083.0 -48.5 -14.6 -1011.9 -1072.2 -1022.9

NIPP binding site without Trp161 -980.7 -1001.7 [-961.0] -988.7 [-965.9] -958.4 -898.3 -1070.8 -45.8 -14.4 -998.1 -1052.7 -1003.7
NIPP binding site without Tyr104 -997.8 -1018.8 [-976.7] -1005.0 [-981.7] -978.2 -916.5 -1087.9 -47.1 -14.6 -1013.7 -1071.8 -1026.7
NIPP binding site without Cy-

67 -848.1 -870.6 [-833.7] -854.3 [-832.7] -828.3 -766.5 -919.4 -46.0 -15.9 -860.8 -917.7 -871.6
NIPP binding site without Wat1

and Wat2

-963.2 -977.6 [-948.5] -970.1 [-950.7] -940.5 -882.0 -1002.3 -47.8 -10.7 -968.7 -1021.7 -983.1

∆E(HF)b ∆E(SIBFA) E1 EMTP Epol Ect ∆Etot(SIBFA)

NIPP binding site -1640.9 -1603.3 -1438.4 -1880.2 -116.7 -48.2 -1729.9
NIPP binding site without Trp161 -1630.9 -1594.6 -1432.1 -1870.4 -114.4 -48.1 -1713.6
NIPP binding site without Tyr104 -1648.2 -1604.3 -1443.9 -1853.9 -114.5 -46.0 -1721.5
NIPP binding site without Cy-

67 -1513.8 -1480.0 -1311.7 -1730.3 -118.3 -50.0 -1597.2
NIPP binding site without Wat1 and Wat2 -1608.4 -1571.4 -1412.7 -1798.8 -114.5 -44.2 -1683.9

a At the HF level, three Gaussian basis sets are used: CEP 4-31G(2d), 6-311G**, and cc-pVTZ(-f). The bracketed values are the
BSSE-corrected ones. The computations are also reported following removal of Trp161, Tyr104, Cy-

67, or NIPP-bound water molecules Wat1 and
Wat2. b CEP 4-31G** basis set. c 6-311G** basis set. d cc-pVTZ(-f) basis set.

Figure 6. Compared evolutions of ∆E(HF) and of ∆E(SIBFA) without dispersion upon removal of individual residues (Tyr104, Trp161, Cy-
67)

or Mg(II)-coordinating water molecules. (a) In the absence of the Zn binding site. The red and green curves relate to the HF/CEP 4-31G(2d) and
BSSE-corrected HF/cc-pVTZ(-f) results, respectively. The blue curve relates to the SIBFA curve. (b) In the presence of the Zn binding site. The
red and blue curves relate to the HF/CEP 4-31G(2d) and SIBFA results, respectively.
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1500. The increase by ∼35 kcal/mol of Ect(SIBFA) corresponds
mainly to the value of this contribution in the actual Zn binding
site (Table 2). Similarly, the corresponding Epol(SIBFA) gains
of ∼68 kcal/mol reflect to a large part the value of this
contribution in this site. The trends of ∆E(QC) upon single
fragment or water removal are correctly reproduced by
∆E(SIBFA), as shown in Figure 6b.

Conclusions

We have resorted to the SIBFA polarizable molecular
mechanics (PMM) to analyze the binding energies of a diphos-
phate inhibitor, N,N-dimethyl-2-amino-1-ethyl diphosphate (NIPP),
to the recognition site of a Zn/Mg bimetallic enzyme, isopen-
tenyl diphosphate isomerase (IDI). Diphosphate entities are also
encountered in the structures of farnesyl transferase substrates,49,50

and a series of cationic bisphosphonate derivatives were recently
developed as dual inhibitors of farnesyl/geranylgeranyl diphos-
phate synthase.11 These findings are an incentive to apply PMM
approaches in order to model the complexes of such inhibitors
to these metallo-enzymes. It is recalled9 that a single-point
SIBFA computation on complexes of about 150 atoms takes
less than a second of IBM Power5 monoprocessor time. It
requires several hours with high-level QC, particularly with
extended basis sets.

The recognition site of IDI totals 13 amino acid residues and
115 atoms and has in addition two divalent metal cations and
two structural water molecules. The NIPP inhibitor encompasses
25 atoms. Comparisons with parallel QC computations have
evaluated the ability of PMM to reproduce the QC interaction
energies at uncorrelated and at correlated levels, and their trends
upon “mutating” the site by removing from it selected residues
as well as the two Mg(II)-bound water molecules. Related
analyses were previously reported regarding the complexes of
a nonhydrolyzable analogue of ATP and the recognition site of
the HPPK kinase,7 and the complexes of inhibitors with
Zn-metalloproteins.8,9 In the present work, we have extended
such comparisons to each of the three major IDI recognition
sites: the ethyldimethylammonium (EDMA) and the Zn(II) and
Mg(II) binding sites. The first is stabilized by both ionic and
cation-π interactions. The second is a recurrent “soft” cation
binding site but has the unusual presence of two hard carboxylate
ligands. The third is a strongly ionic site, in which a “hard”
dication is bound by the trianionic diphosphate moiety of the
ligand and by one carboxylate group. Comparisons with RVS
energy decompositions at the HF level and with MP2 and DFT
computations at the correlated level were performed. This has
also enabled the three different basis sets CEP 4-31G(2d),
6-311G**, and cc-pVTZ to be compared. A very important
result relates to the close numerical agreements between all three
basis sets when BSSE effects are accounted for, both at
uncorrelated and at correlated levels. The only divergences
between the three basis sets are related to the values of Ecorr in
the polycoordinated complexes of the “soft” Zn(II) cation.

In the three model binding sites as well as in the NIPP binding
site, SIBFA was found to give good agreements with the QC
results. These were not limited to the CEP 4-31G(2d) basis set,
on which it was originally calibrated, but applied to the two
largest basis sets as well, provided BSSE corrections were
performed. Nevertheless, there were three caveats.

(a) Underestimation of Ect(RVS) by Ect(SIBFA) in the EDMA
binding site. This feature has precedents in other complexes of
a charged ammonium entity.25b,38 In this, as well as in these
previous studies, the impact on ∆E was limited, however, owing
to compensation by the Epol and/or E1. A severe underestimation

of ∆E(QC) is nevertheless expected at distances of approach
shorter than equilibrium. Therefore, a search for an improved
representation of the weight of the heavy atom in the antibonding
orbital of the electron acceptor will be necessary for Ect(SIBFA)
to be able to cover such distances.

(b) Need for an improved representation of the lone pairs of
di- and trianionic phosphate, and how these are affected by
conjugation when integrated in a larger molecular entity.
Approaches such as ELF47 are instrumental toward such an
improvement. ELF analyses on biologically relevant complexes
were recently done in our laboratories51 and will be extended
to such groups. It is noted that issues a and b do not arise in
other PMM procedures than SIBFA, since to our knowledge
there are no other ones which seek to represent the overlap-
dependent contributions Erep and Ect with explicit lone-pair
centroids.

(c) In polyligated complexes of “soft” divalent cations,
absence of nonadditivity in the present formulation of Edisp. This
could possibly be remedied by resorting to correlated multipoles
and polarizabilities, as undertaken in ref 25b. Resorting to the
Axilrod-Teller formula52 could also constitute another attractive
possibility in such complexes. It does not seem to have been
considered in any of the contemporary force fields, whether
polarizable or nonpolarizable. Correlated QC computations such
as the ones reported could constitute a benchmark for its
implementation.

Finally, the present calculations could be used to benchmark
other PMM or semiempirical approaches. For that purpose, the
coordinates of the investigated complexes are available upon
request.
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