
REGULAR ARTICLE

DFT-steric-based energy decomposition analysis of intermolecular
interactions

Dong Fang • Jean-Philip Piquemal •

Shubin Liu • G. Andrés Cisneros

Received: 16 December 2013 / Accepted: 25 March 2014

� Springer-Verlag Berlin Heidelberg 2014

Abstract Application of a novel energy decomposition

analysis (EDA) based on the recently introduced density

functional theory (DFT) steric analysis is presented. The

method is compared with results from the constrained

space orbital variations (CSOV) and Bader’s quantum

theory of atoms in molecules (QTAIM) topological ana-

lysis. These two analyses explain the driving forces for the

formation of dimers from different perspectives. The

components of the DFT steric analysis are shown to have

good linear relationships with the total interaction energy

for hydrogen-bonding dimers. It is observed that some

components from the new EDA method, such as steric

energy, favor the formation of dimers. Moreover, com-

parison of the different contributions between CSOV and

the DFT steric analysis provides additional insights into the

physical meaning of the respective components. In addition

to the total interaction energy, DFT steric energy has been

found to correlate with the electron density at critical

points from QTAIM analysis in different patterns for dif-

ferent molecular systems, which qualitatively accounts for

the linear relationships between the steric and total inter-

action energy. The DFT steric energy is found to represent

effects arising from the spatial arrangement of the electron

density when dimers form, reminiscent of the steric effects

invoked in chemical systems.

Keywords DFT steric � CSOV � QTAIM

1 Introduction

The accurate determination of intermolecular interactions,

such as hydrogen bonding, p–p stacking, has attracted a lot

of attention due to its importance in determining the

physical and chemical properties of molecular systems,

especially biomolecules. Various energy decomposition

methods have been proposed for the purpose of under-

standing the physical meanings of these interactions more

deeply, which is especially helpful in the development of

force fields [1–20]. The energy decomposition methods can

be roughly categorized into perturbative and variational

ones. Among the perturbative methods, one of the widely

used methods is the symmetry-adapted perturbation theory

(SAPT) [8], in which the Hamiltonian is divided into Fock

operators, the fluctuation potential for each monomer and

the interaction potential. Physically, meaningful compo-

nents such as electrostatic, exchange repulsion, induction,

and dispersion can be obtained. Recently, density func-

tional theory (DFT)-based SAPT methods have also been

developed [12]. In the case of variational methods, several

approaches have been proposed. The first such method was
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the Kitaura–Morokuma (KM) energy decomposition

scheme [3]. Subsequently, a variety of new approaches that

improve on the KM method have been proposed including

the natural energy decomposition (NEDA) [7], the reduced

variational space (RVS) analysis [6], the localized molec-

ular orbital energy decomposition analysis (LMO-EDA)

[17], the constrained space orbital variation (CSOV) [5,

21], the absolutely localized molecular orbitals energy

decomposition analysis (ALMO-EDA) [13, 20, 22], and the

block-localized wave function energy decomposition [10,

19] to name a few. Some of these methods can only be

applied to Hartree–Fock (HF) wave functions, while others

can be employed with post-HF methods. Some of these

approaches have been extended to DFT using Kohn–Sham

orbitals. In addition, DFT-based EDA methods have been

developed as well, for example, fragment-localized Kohn–

Sham orbitals via a single CI procedure [15] and the den-

sity-based energy decomposition with variationally deter-

mined intermediate state energies [18].

Recently, one of us has (SL) proposed the concept of

DFT steric energy [14] in order to quantify the concept of

steric effect, which is widely used in chemistry. It has been

applied to a variety of systems to study conformational

changes [23], the anomeric effect [24], and chemical

reactions [25]. In this contribution, we present an extension

of DFT sterics to develop a novel EDA method, DFTs–

EDA. This new DFTs–EDA method is applied to several

molecular dimers, and the results are compared with results

obtained from CSOV decomposition analysis and QTAIM

topological analysis [26] to gain a better understanding of

the physical meanings of its components. The organization

of the paper is as follows: in the following section, we

introduce the theory for DFT steric and CSOV decompo-

sition analyses. Subsequently, results for several molecular

systems comprising 24 hydrogen-bonded water-containing

dimers, DNA base pairs, and two types of benzene dimers

are presented and discussed, followed by the conclusion

section.

2 Theory and methodology

2.1 DFT steric analysis

In DFT, the total energy is expressed as

E q rð Þ½ � ¼ Ts q rð Þ½ � þ Ee q rð Þ½ � þ EXC q rð Þ½ �
¼ Ts q rð Þ½ � þ Ee q rð Þ½ � þ EX q rð Þ½ � þ EC q rð Þ½ �; ð1Þ

where Ts, Ee, and EXC are the noninteracting kinetic,

electrostatic, and exchange–correlation energies, respec-

tively. The final term can be further separated into

exchange (EX) and correlation (EC) components.

Recently, Liu has proposed a different partition method

of the total energy [14]:

E q rð Þ½ � ¼ Es q rð Þ½ � þ Ee q rð Þ½ � þ Eq q rð Þ½ �; ð2Þ

where Es[q(r)] is defined as the steric energy, Ee[q(r)] is

the same Coulomb energy term in Eq. 1, and Eq[q(r)]

represents the energy contributions from quantum effects

due to the exchange–correlation effects. The first term is

equal to the Weizsäcker kinetic energy [27]:

Es½qðrÞ� ¼ Tw½qðrÞ� ¼
1

8

Z jrqðrÞj2

qðrÞ dr ð3Þ

The last term in Eq. 2 is defined as

Eq q rð Þ½ � ¼ EXC q rð Þ½ � þ EPauli q rð Þ½ �; ð4Þ

where EPauli[q(r)] represents the Pauli repulsion:

EPauli q rð Þ½ � ¼ Ts q rð Þ½ � � Tw q rð Þ½ �: ð5Þ

For a bosonic system, the kinetic energy will become

Tw[q(r)]. For fermions such as electrons, after excluding

EPauli[q(r)], Ee[q(r)], and EXC[q(r)], the remaining term,

Tw[q(r)], should be a measure of steric effects, which is

related to the spatial distribution of the electron density.

Applying this scheme to investigate interaction energies

leads to following formulas:

DE q rð Þ½ � ¼ DTs q rð Þ½ � þ DEe q rð Þ½ � þ DEXC q rð Þ½ �
¼ DTs q rð Þ½ � þ DEe q rð Þ½ � þ DEX q rð Þ½ � þ DEC q rð Þ½ �

ð6Þ

and

Etot q rð Þ½ � ¼ DE q rð Þ½ �
¼ DEs q rð Þ½ � þ DEe q rð Þ½ � þ DEq q rð Þ½ � ð7Þ

where for the terms with D, their values are obtained by

subtracting the sum of the corresponding term for mono-

mers from the one for the molecular complex.

It should be noted that the DFT steric effect is an

indication of the size of the system, which is verified

quantitatively by the linear relationship between the

Fisher information. The Fisher information is 1/8 of DFT

steric effect, and the molecular and atomic volumes [28].

Therefore, a large negative value of the DFT steric effect

means the dimer occupies less space than the sum of the

monomers. Since no physical observable variable is

directly linked to the steric effect, the definition of steric

effect is not unique and may be different in some other

approaches [29–31]. Thus, the DFT steric effect, which

represents spatial effects, is slightly different from the

common concept of the steric effect, which also includes

some effects related to the Pauli exclusion.
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2.2 Constrained space orbital variation

The constrained space orbital variation (CSOV) method [5,

32–35] decomposes the intermolecular interaction energy

into four components: Coulomb, exchange repulsion,

polarization, and charge transfer. The first two, namely

Coulomb and exchange repulsion, are termed the frozen-

core contribution since they involve unperturbed orbitals

for the interacting monomers. The last two terms corre-

spond to the induction effects allowing selected relaxation

of the variational spaces.

Etot ¼ EFC þ EPol þ ECT

¼ ECoul þ EExch�Rep þ EPolðAÞ þ EPolðBÞ þ ECTðA!BÞ
þ ECTðB!AÞ

ð8Þ

Following the Kitaura–Morokuma scheme, the frozen-

core energy (EFC) is calculated as the antisymmetrized

Hartree product of the isolated monomer wave functions.

When executing the SCF procedure, the occupied orbitals of

monomers A and B remain frozen, which means there is no

relaxation into the virtual orbitals. ECoul corresponds to the

classic Coulomb interaction, which includes the electron–

electron repulsion, the electron-nucleus attraction, and the

nucleus–nucleus repulsion. For the interactions involving

electrons, the unperturbed molecular orbitals of monomers

are used. The difference between EFC and ECoul is defined as

the exchange repulsion term, which arises from the Pauli

exclusion principle. It is worth noting that the CSOV values

for ECoul and EExch–Rep are identical to the Coulomb and

exchange terms obtained from the Kitaura–Morokuma

decomposition if computed at the same level of theory.

The remaining terms, polarization (EPol) and charge

transfer (ECT), depend on the variation of the molecular

orbitals and their eigenvalues in different variational space.

For example, EPol(A) is the energy due to the relaxation of

the occupied orbitals of molecule A in the electric field

generated by molecule B. When performing the SCF pro-

cedure on molecule A, molecule B’s occupied orbitals are

kept frozen and its virtual orbitals are not included in the

variational calculation. During the procedure, molecule A’s

orbitals are orthonormal to the frozen MOs of B. A similar

procedure is carried out in order to calculate ECT(A?B).

However, this time the virtual orbitals of B are allowed to

relax so that the electrons can be transferred from A to B.

Antisymmetrized wave functions are used in the calcula-

tions on both polarization and charge-transfer components

to eliminate short-range problems in dimers concerning

strong polarizing fields, which are known to produce arti-

facts in the original Kitaura–Morokuma decomposition.

For DFT, Kohn–Sham orbitals are used in CSOV calcu-

lations by following the procedure above.

2.3 Non-covalent interaction (NCI) analysis

NCI [36] has been developed to visualize the non-covalent

interaction by plotting the electron density versus the

reduced density gradient. The peaks at low electron density

characterize the desired non-covalent interaction. By mul-

tiplying the density by the sign of the second density

Hessian eigenvalue (k2), different types of interactions

(attraction and repulsion) can be distinguished. Hence, it is

a powerful tool to study the hydrogen bonding, which is

classified as non-covalent attractive interaction. For NCI

surfaces, red color is a sign of strong repulsion; blue color

indicates strong attraction such as hydrogen bonding; and

green color means weak interaction.

2.4 Computational details

The geometries of the dimers presented in this work were

optimized with B3LYP [37, 38] /6-31G(d) level using the

Gaussian 09 software suite [39]. The monomers were kept

rigid in their respective monomer-optimized geometries

during the geometry optimization of the dimers. Based on

these optimized geometries, Kohn–Sham orbitals were

obtained at the B3LYP level with two different basis sets,

6-31G(d) and 6-311??G(2d,2p), for subsequent EDA

analysis for hydrogen-bonded water-containing dimers. All

reported corrections to supermolecular energies for basis

set superposition error (BSSE) use the counterpoise method

[40]. CSOV energy decomposition was performed at the

same level of theory (B3LYP/6-31G(d) and

6-311??G(2d,2p)) using a modified version of the Hondo

program [41]. Density functional steric energy decompo-

sition was done by a modified version of NWChem [42].

For the benzene dimers and DNA base pair, only the

6-31G(d) basis was considered. The AIMPAC program

was used to calculate the critical points for AIM analysis.

NCI surfaces were generated by the NCIPLOT program

[43] with its default parameters and visualized using VMD

[44].

3 Results and discussion

3.1 Hydrogen-bonding dimers: water-containing

dimers and DNA base pair

Figure 1 shows all the 24 hydrogen-bonded water-con-

taining dimers that have been studied in this paper and their

NCI surfaces. The dimers include formamide–water, N-

methylformamide–water, methanol–water, fluomethane–

water, dichloromethane–water, difluoromethane–water,

methane–water, ammonia–water, methylamine–water, and

water–water. The results for the interactions obtained with
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the 6-311??G(2d,2p) basis sets are shown in Tables 1 and

2 (the results for 6-31G(d) are listed in Tables S1 and S2 in

the Supporting Information). As shown in Table S3, it is

well known [45] that the BSSE energies play an important

role in the intermolecular interaction and this effect is

reduced with a larger basis set. After taking the BSSE

corrections into account, the difference between the total

interaction energies given by the two basis sets is reduced

to an average of 1.0 kcal/mol. Comparison of the corre-

sponding components calculated using these two different

Fig. 1 NCI plots and structures of 24 dimers (The molecule on the

left is A, and the right one is B.) The isovalue for NCI surfaces is 0.5

au. The surfaces are colored on a blue–green–red scale with

-0.04 au \ sing(k2)q\ 0.04 au. (dimer 1, 2, 3: formamide–water;

dimer 4, 5, 6: N-methylformamide–water; dimer 7, 8: methanol–

water; dimer 9: fluomethane–water; dimer 10: dichloromethane-

water; dimer 11: difluoromethane–water; dimer 12: methane–water;

dimer 13: ammonia–water; dimer 14: methylamine–water; dimer

w1–w10: water–water)
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basis sets (Tables 1, 2, S1 and S2) shows that all the

components are affected by the use of the larger basis set;

however, the BSSE energy is largely distributed into the

charge-transfer term, which agrees with the previous

studies [15, 35]. Moreover, for different software, different

SCF convergence criteria and integration grid points are

used, which leads to small deviations (Table S3) between

the total energies given by the three programs. The sub-

sequent discussion will be based on the results obtained

with the 6-311??G(2d,2p) basis set for these water-con-

taining dimers.

Table 1 shows the results from the CSOV decomposi-

tion on the 24 hydrogen-bonded dimers. It can be seen that

all the components except the exchange repulsion term

stabilize the dimers. The absolute value of the Coulomb

term is the largest among all the negative components,

which means it contributes the largest stabilization to the

dimers. However, its stabilization effect is largely canceled

out by the exchange repulsion term, which originates from

the Pauli repulsion. As shown in Table 1, the polarization

energies for monomer A and B are close to each other. In

contrast, the charge-transfer energy from the hydrogen

bond acceptor to the donor is much larger since the lone

electron pairs of the acceptor are transferred to the donor.

Using dimer 3 as an example, the charge-transfer energy

from formamide to water is much smaller than the one

from water to formamide. This is because the electron of

the oxygen atom of water acts as the hydrogen bond donor

to formamide. This indicates that the charge transfer helps

the formation of hydrogen bonds and stabilizes the dimers.

This is consistent with the role of the charge transfer from

the lone pair of the proton acceptor to the empty anti-

bonding orbital of the proton donor in lowering the barrier

for proton transfer [46, 47]. The importance of the charge-

transfer contribution in intermolecular interactions has also

been pointed out in the framework of the CSOV analysis

assists weight increases when including dynamic correla-

tion with DFT [35].

When scrutinizing the components from CSOV, they are

highly related to the chemical properties of the dimers.

Generally speaking, the dimers that exhibit more negative

total interactions for the dimers show NCI surfaces that are

deeper blue (see Fig. 1). The deeper blue surfaces indicate

stronger attractive interactions. For example, dimer 1

(formamide–water) and 5 (N-methylformamide–water),

which have two dark blue surfaces are most strongly

bound. In contrast, dimer 12 (methane–water), which only

possess a small green surface indicating weak interaction,

is least bound. All CSOV components for this dimer are

small, especially the Coulomb term. This is likely because

Table 1 CSOV decomposition

on water-containing dimers

(unit: kcal/mol; B3LYP/6-

311??G(2d,2p))

Dimers EFC ECoul EExch–Rep EPolA ECT(A?B) EPolB ECT(B?A) Etot

1 -2.2 -16.4 14.3 -1.4 -2.3 -1.0 -1.5 -8.3

2 -2.1 -10.1 8.0 -0.9 -2.2 -0.5 -0.3 -5.9

3 -2.2 -8.1 5.8 -0.5 -0.2 -0.5 -1.4 -4.7

4 -2.0 -7.9 5.9 -0.5 -0.2 -0.5 -1.4 -4.5

5 -1.8 -17.4 15.6 -1.5 -2.6 -1.1 -1.5 -8.6

6 -2.1 -10.5 8.4 -0.9 -2.3 -0.5 -0.3 -6.2

7 -1.4 -9.8 8.5 -0.8 -2.2 -0.4 -0.3 -5.0

8 -1.7 -8.9 7.2 -0.5 -0.2 -0.5 -1.8 -4.7

9 -0.3 -6.4 6.2 -0.5 -1.2 -0.2 -0.4 -2.7

10 -0.5 -5.9 5.4 -0.4 -0.2 -0.2 -1.1 -2.5

11 0.3 -6.4 6.6 -0.3 -0.8 -0.2 -0.7 -1.7

12 0.3 -1.1 1.4 -0.2 0.0 0.0 -0.3 -0.2

13 -1.4 -12.4 10.9 -1.0 -2.9 -0.6 -0.2 -6.2

14 -0.7 -13.4 12.7 -1.3 -3.4 -0.7 -0.3 -6.4

w1 -1.9 -8.9 7.0 -0.4 -0.2 -0.5 -1.8 -4.9

w2 -1.7 -7.5 5.7 -0.4 -0.2 -0.5 -1.4 -4.2

w3 -1.8 -7.2 5.4 -0.4 -0.2 -0.5 -1.3 -4.1

w4 -2.1 -7.1 5.0 -0.3 -0.6 -0.3 -0.6 -3.8

w5 -2.0 -6.0 4.0 -0.3 -0.5 -0.2 -0.5 -3.4

w6 -2.0 -5.6 3.6 -0.3 -0.4 -0.2 -0.4 -3.3

w7 -1.8 -5.0 3.2 -0.1 -0.3 -0.2 -0.5 -2.8

w8 -0.5 -1.5 1.0 0.0 -0.2 0.0 -0.2 -1.1

w9 -1.7 -5.3 3.5 -0.2 -0.2 -0.1 -0.4 -2.7

w10 -1.2 -3.0 1.8 -0.1 -0.2 -0.1 -0.1 -1.8
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methane is a nonpolar molecule. Comparing dimer 13

(ammonia–water) and 14 (methylamine–water), the addi-

tion of the methyl group, an electron-donating group,

increases the charge transfer from the nitrogen to the

hydrogen of the water and therefore makes the dimer more

strongly bound. This type of stabilization effects from the

methyl group can also be found by comparing dimer 7

(methanol–water) and the water dimers. However, if an

electron-donating group is added to the hydrogen bond

acceptor, it will decrease the charge-transfer ability, which

can be verified by the charge-transfer energy from metha-

nol to water for dimer 7 is more negative than the one from

water to methanol for dimer 8 (methanol–water). In addi-

tion to the relatively low attractions between the mono-

mers, the repulsions between the oxygen of the water

molecule and the carbon atom of the other monomer also

lead to relatively high Etot. dimer 9 (fluomethane–water),10

(dichloromethane–water), and 11 (difluoromethane–water)

are the examples.

The DFTs–EDA results in Table 2 show that the

electrostatic (Ee) and steric (Es) interactions for the

dimers are lower than the sum of these components from

its two composite monomers. The stabilization effect is

dominated by the change of Es. In contrast, Eq, which

includes Exc and EPauli, increases when forming the

dimers. As the value of DExc is negative, DEPauli con-

tributes mostly to the destabilization effect. Regarding

the traditional partitions, DTs, which also contains

DEPauli, is the only component destabilizing the dimers.

The formation of dimers is favored by the steric, elec-

trostatic, as well as correlation interactions, while it is

not favored by the quantum effects, which mainly come

from the Pauli Exclusion Principle. This finding agrees

well with the CSOV analysis with regarding to the

destabilization effects arising from the Pauli repulsion.

For the traditional DFT partition, DEe has the largest

stabilization effect. For the DFT steric analysis, the

stabilization effect is dominated by DEs. The plots of the

total interaction energy versus ECoul, DEe, and DEs,

respectively, are shown in Fig. 2. Linear relationships

can be found between these dominant components for

each partition method with total interaction energy, and

the linear relationships between the DFTs–EDA compo-

nents and the total energy are conserved for water

clusters [48]. Out of these three, ECoul from CSOV and

DEs from DFT steric analysis have better linear rela-

tionships (R2 [ 0.93) with Etot. The former suggests the

importance of the stabilization effects from the

Table 2 DFT steric analysis on

water-containing dimers (unit:

kcal/mol; B3LYP/6-

311??G(2d,2p))

Dimers DTs DEe DExc DEx DEc DEs DEPauli DEq Etot

1 36.1 -27.0 -17.5 -12.9 -4.6 -171.4 207.5 190.0 -8.4

2 19.6 -14.1 -11.3 -8.1 -3.2 -120.9 140.5 129.2 -5.9

3 14.6 -11.0 -8.3 -6.0 -2.3 -90.6 105.2 96.9 -4.7

4 13.0 -9.7 -7.9 -5.6 -2.3 -91.9 104.9 97.1 -4.5

5 37.2 -28.0 -17.9 -13.2 -4.7 -177.6 214.8 196.9 -8.7

6 19.9 -14.8 -11.4 -8.2 -3.2 -122.5 142.4 131.0 -6.3

7 19.8 -14.7 -10.1 -7.3 -2.8 -112.2 132.0 121.9 -5.1

8 10.8 -7.4 -8.1 -5.6 -2.5 -101.5 112.3 104.2 -4.7

9 7.2 -4.8 -4.7 -3.3 -1.5 -62.2 69.4 64.6 -2.3

10 12.6 -9.6 -5.4 -3.6 -1.8 -69.0 81.6 76.1 -2.5

11 15.3 -10.8 -6.4 -4.8 -1.6 -60.6 75.9 69.4 -2.0

12 4.1 -2.4 -1.9 -0.9 -1.0 -34.3 38.4 36.4 -0.2

13 21.2 -16.3 -11.2 -8.3 -2.9 -107.2 128.4 117.2 -6.3

14 27.4 -21.3 -12.7 -9.3 -3.4 -124.3 151.7 139.1 -6.5

w1 13.6 -10.0 -8.5 -6.0 -2.4 -98.5 112.1 103.6 -4.9

w2 10.9 -7.4 -7.6 -5.4 -2.3 -93.4 104.3 96.6 -4.2

w3 10.2 -6.7 -7.6 -5.3 -2.2 -93.5 103.7 96.1 -4.1

w4 12.7 -9.8 -6.8 -4.3 -2.5 -94.6 107.3 100.6 -3.8

w5 11.1 -8.1 -6.4 -4.0 -2.4 -93.1 104.2 97.8 -3.4

w6 10.4 -7.4 -6.3 -4.0 -2.4 -93.0 103.4 97.1 -3.3

w7 6.9 -5.3 -4.4 -2.5 -2.0 -74.7 81.6 77.2 -2.8

w8 0.5 -0.4 -1.2 -0.3 -0.9 -35.0 35.5 34.3 -1.1

w9 5.3 -3.4 -4.7 -2.8 -1.9 -76.0 81.3 76.7 -2.7

w10 1.9 -0.4 -3.2 -1.9 -1.3 -56.3 58.2 54.9 -1.8
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electrostatic interaction in forming hydrogen bonds, and

the latter indicates the critical role of the spatial rear-

rangement of the electron in the formation of these

hydrogen-bonded dimers, which is represented by DEs.

In addition, previous studies have shown that there is a

direct relationship between the electron density at the

intermolecular bond critical points and the total intermo-

lecular interaction [49]. We performed Bader’s QTAIM

analysis on the ten water dimers to determine a possible

relationship between the electron density at the intermo-

lecular bond critical point (BCPs) and DEs. We have

considered only the water dimers in this case since they

only have one intermolecular BCP. To confirm our

results, a good linear relationship between the intermo-

lecular BCP’s electron density (qBCP) and the total

interaction energy can be seen in Fig. 3a. The relationship

can be explained by that stronger hydrogen-bonding

dimers have more charge transfer or (and) polarization

and hence more electron mixing. As a result, the electron

density at the critical point is larger. In addition, the

definition of the DFT steric energy (Eq. 3) tells us its

value is determined only by the electron density and its

gradient. Is there a relationship between DEs and the

electron density at intermolecular BCPs where the elec-

tron density gradient is zero? The plot in Fig. 3b indicates

there is indeed a good linear relationship (R2 = 0.904)

between DEs and 1/qBCP. The slope is positive, which

means the dimer with a large qBCP has smaller stabil-

ization from DEs. As monomers approach each other to

form a dimer, the electron density and its gradient in

space, especially around the area where the hydrogen

bond forms, will be rearranged accordingly. As an

example, Fig. 4 compares the plots of the electron gra-

dient versus the electron density for the water monomer

(Fig. 4a) and the canonical water dimer (w1, Fig. 4b). It

can be qualitatively seen that the electron density change

mostly comes from the peak that belongs to the hydrogen

bonding. This plot is similar to the plot between the

reduced density gradient and the product of the sign of k2

and the electron density obtained by NCI [36, 43]. As

mentioned before, stronger hydrogen-bonding dimers have

more mixing. The more relaxed the electron distribution

Fig. 2 Linear fitting of Ee versus ECoul (a), DEe (b), and DEs(c)
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is, the gradient becomes smaller, and the electron density

around the critical points is larger. According to Eq. 3,

both make the steric energy smaller. Therefore, stronger

hydrogen-bonding dimers have lower steric energy. Sim-

ilarly, for the water dimers, the change of DFT steric

energy for forming dimers may be also mainly due to the

interactions arising from the hydrogen-bonding region,

which helps explain why DEs correlates with the electron

density at the intermolecular BCPs.

To gain a further understanding of the components of

the DFT steric analysis, we have compared the individual

components from this decomposition to individual terms

obtained with CSOV. For the electrostatic interactions, a

good linear relationship is observed (see Fig. 5a) even

though the magnitudes of the values differ between these

two methods. The Coulomb interaction from CSOV is less

negative than that from steric analysis because CSOV

utilizes unperturbed orbitals of monomers, while steric

analysis uses completely relaxed orbitals of dimers. Since

charge transfer and polarization are due to the relaxation of

the orbitals, the relationship between ECoul ? ECT ? EPol

and DEe is plotted in Fig. 5b. It is shown that their linear

relationship is slightly better, which suggests charge

transfer and polarization may include some electrostatic

effects from the relaxation of the orbitals. The EExch–Rep

from CSOV, which is related to the Pauli Exclusion Prin-

ciple, is comparable to DEx and DEPauli. It can be seen that

the EExch–Rep interaction from CSOV is positive compared

with DEx from DFTs–EDA, which is negative (see

Table 2). This suggests that the Pauli repulsion from

CSOV is so positive that it cancels the stabilization effect

from the exchange compared with the stabilization effect

from the correlation energy. It should be mentioned here

that the exchange from DFTs–EDA, which reflects the

energy change when switching the spatial positions of the

two electrons interchanged, does not include repulsion

effects. The linear fitting of EExch–Rep from CSOV versus

Ex and EPauli is shown in Fig. 6a, b. Figure 6c shows the

linear relationship between EPol ? ECT and the steric

energy. For the uniform electron gas, because the gradient

Fig. 3 Linear fitting of Etot versus qBCP (a) and DEs versus 1/qBCP (b) for water dimers

Fig. 4 Plots of rq versus q for dimer w1: a monomer; b dimer (Cutoff for rq and q is 2 and 0.2, respectively, to show the intermolecular

points)
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of the electron density is zero, the steric energy is zero

according to Eq. 3. In this regard, the steric energy reflects

the change of the electron density going from the ideal

noninteracting electron gas to the molecular environment.

For CSOV, as described in the previous section, the

polarization and the charge-transfer components describe

Fig. 5 Linear fitting of DEe versus ECoul (a) and ECoul ? ECT ? EPol (b) for water dimers

Fig. 6 Linear fitting of EExch–Rep versus DEX (a), EExch–Rep versus DES (b), EPol ? ECT versus DES (c), and EPol ? ECT versus DEPauli (d) for

water dimers
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the change in the orbitals (occupied and virtual) of one

monomer due to the presence of the perturbing field pro-

duced by the other monomer. The effects of these two

energy components are also reflected on the change of the

electron density and its gradient in the dimers. From the

perspective of chemical meaning, the steric energy quali-

tatively represents the steric effect, which represents the

effects from the spatial redistribution of the electron den-

sity when atoms or molecules are brought together [14, 50].

Thus, the polarization and charge transfer from CSOV may

capture the steric effect to some extent as well. As DEPauli

represents the effects that Pauli’s exclusion principle take

on the kinetic energy, and Pauli exclusion also takes part in

the relaxation of the orbitals for calculation, the linear

relationship between EPol ? ECT and DEPauli has been fit-

ted in Fig. 6d. EPol ? ECT and the steric energy are nega-

tive, while DEPauli is positive, which suggests that the steric

energy contributes more to the EPol ? ECT than DEPauli.

Two DNA base pairs (Figure S1), guanine-cytosine and

adenine–thymine paired in the canonical Watson–Crick

conformation, have also been studied. Because of the

limitation on computation time needed by CSOV, the

smaller basis set 6-31G(d) was adopted for these two

dimers and for the benzene dimers discussed in the fol-

lowing subsection. The results for CSOV and DFT steric

analysis are summarized in Tables 3 and 4, respectively.

As shown in Table 3, for multiple hydrogen-bonding

dimers, the sum of the polarization and charge-transfer

energy increases and becomes comparable to the Coulomb

interaction. Compared with the previous result [35] with a

larger basis set, this increase in charge transfer is not only

because of the increasing number of hydrogen bonds, but

also due to the BSSE effect on the charge-transfer com-

ponent due to the small basis set employed. It can be seen

from Table 4 that the pair with lower total interaction

energy has a lower DEs value, which is consistent with the

hydrogen-bonded dimers above. In addition, after the

mixing of the orbitals of the monomers, DEe given by steric

analysis for A–T is more negative than C–G, while the

trend is opposite with respect to DECoulomb from CSOV.

3.2 Benzene dimers

Two types of benzene dimers (Fig. 7), sandwich and

T-shaped, calculated at varying intermolecular distances

have been investigated. These two types of benzene dimers

have been studied extensively by high-level methods such

as MP2, CCSD(T), SAPT–DFT in order to obtain accurate

intermolecular interaction energies [51–60]. It is known

that traditional DFT methods like B3LYP fail to predict

accurate interaction energies for these benzene dimers

because of the lack of dispersion term. However, in most

cases for DFT, the dispersion may be treated by empirical

corrections and it can be separated when performing EDA

[18], which provides us the chance to do EDA analysis on

the dimers using B3LYP without dispersion term.

Regarding the sandwich benzene dimer, because of the

missing dispersion term, which is one of the main sources to

introduce the stabilization effects, the total energies are

positive at all distances. It has been proposed that besides the

dispersion term, electrostatic interaction, and steric repul-

sion govern the total interaction energy as well [52]. As

Table 3 CSOV decomposition

on DNA base pair (unit:kcal/

mol; B3LYP/6-31G(d))

Dimers EFC ECoul EExch–Rep EPolA ECT(A?B) EPolB ECT(B?A) Etot

A–T -1.4 -23.9 22.6 -2.6 -6.7 -1.9 -5.1 -18.1

C–G -7.1 -28.1 21.0 -3.8 -7.4 -2.6 -4.7 -25.5

Table 4 DFT steric analysis on

DNA base pair (unit:kcal/mol;

B3LYP/6-31G(d))

Dimers DTs DEe DExc DEx DEc DEs DEq Etot

A–T 50.5 -51.3 -17.5 -11.0 -6.4 -250.7 283.7 -18.3

C–G 41.6 -48.6 -19.1 -11.8 -7.3 -301.8 324.2 -26.2

Fig. 7 Structures of benzene dimers (r represents the distance). For

a, it is the distance between the centers of two monomers. For b, it is

the distance between one hydrogen atom of the upper benzene and the

center of the other monomer. Black circles are critical points for AIM.

For BCPs, only one is shown for illustration (BCP stands for bond

critical point, and CCP is cage critical point)
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shown by the CSOV results in Table 5, the destabilization

effects are mainly contributed by the exchange repulsion

term. It decreases dramatically with the increasing of the

distance. The Coulomb term also destabilizes the dimers. It

first increases and then decreases with the increasing of the

distance. Compared with the charge-transfer term, the

polarization energy is smaller. Both of them stabilize the

dimers. On the other hand, in the case of the DFT steric

results shown in Table 6, the electrostatic term (DEe) is much

larger than (ECoulomb) from the CSOV analysis at short dis-

tances and then decreases to a negative value at long dis-

tances. When it comes to DEs, instead of positive values that

are indicative of the destabilization effects, the values of DEs

are negative. As shown in the definition, the DFT steric term

excludes the effects from the Pauli Exclusion Principle and

should be indicative of pure spatial effects from the rear-

rangements of the electrons. The so-called steric repulsion

for the sandwich benzene dimer should refer to the Pauli

repulsion, which is included in DEq and similar to the pro-

posed concept called steric strain [31].

We have also calculated intermolecular BCPs and their

electron density for these dimers. Two types of intermo-

lecular critical points (CP), BCPs and Cage Critical Points

(CCP), are depicted in Fig. 7. It can be seen that these two

types of points have a good linear relationship with each

other as shown in Fig. 8. It can be seen that in contrast to

the water dimers discussed above, qBCP(C–C) and Etot do not

show a linear relationship. However, qBCP(C–C) correlates

linearly with DEs with a negative slope. This is consistent

with the decreasing trend in DEs as the electron density

increases at intermolecular BCPs, similar to the effect

observed in the water dimers above.

Since dispersion is not the main contribution to the total

interaction energy for the T-shaped benzene dimer, the

values of the total interaction energy obtained by B3LYP

(see Tables 7, 8) are negative and closer to the results from

the high-level methods [51]. Within the separation dis-

tances we studied, the results from CSOV show that

Coulomb interaction stabilizes the dimer, which is con-

sistent with the previous SAPT–DFT result [55]. However,

after the mixing of the orbitals of the dimers, the energy

Table 5 CSOV decomposition

on sandwich benzene dimer

(unit:kcal/mol; B3LYP/6-

31G(d)

r(Å) EFC ECoul EExch–Rep EPolA ECT(A?B) EPolB ECT(B?A) Etot

3.4 7.7 0.2 7.4 -0.1 -0.6 -0.1 -0.6 6.2

3.5 6.1 0.6 5.4 -0.1 -0.6 -0.1 -0.6 4.6

3.6 4.8 0.8 4.0 -0.1 -0.6 -0.1 -0.6 3.5

3.7 3.9 0.9 3.0 -0.1 -0.6 -0.1 -0.6 2.6

3.8 3.2 1.0 2.2 -0.1 -0.6 -0.1 -0.6 2.0

3.9 2.7 1.0 1.7 -0.1 -0.5 0.0 -0.5 1.6

4.0 2.3 0.9 1.4 0.0 -0.5 0.0 -0.5 1.3

4.1 2.0 0.9 1.1 0.0 -0.4 0.0 -0.4 1.1

4.2 1.7 0.9 0.9 0.0 -0.3 0.0 -0.3 1.0

4.3 1.4 0.8 0.6 0.0 -0.3 0.0 -0.3 0.8

4.4 1.2 0.8 0.5 0.0 -0.2 0.0 -0.2 0.8

5.0 0.7 0.5 0.2 0.0 0.0 0.0 0.0 0.6

5.5 0.4 0.4 0.0 0.0 0.0 0.0 0.0 0.4

6.0 0.3 0.3 0.0 0.0 0.0 0.0 0.0 0.3

8.0 0.1 0.1 0.0 0.0 0.0 0.0 0.0 0.1

9.0 0.1 0.1 0.0 0.0 0.0 0.0 0.0 0.0

10.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Table 6 DFT steric analysis on sandwich benzene dimer (unit:kcal/

mol; B3LYP/6-31G(d))

r(Å) DTs DEe DExc DEx DEc DEs DEq Etot

3.4 -13.7 23.8 -4.0 -0.1 -4.0 -126.9 109.2 6.1

3.5 -7.3 15.0 -3.1 0.1 -3.2 -108.6 98.2 4.5

3.6 -2.7 8.5 -2.4 0.2 -2.6 -92.6 87.5 3.4

3.7 0.6 3.8 -1.8 0.3 -2.1 -78.6 77.4 2.6

3.8 2.8 0.6 -1.4 0.3 -1.7 -66.4 67.8 2.0

3.9 4.2 -1.6 -1.0 0.3 -1.3 -55.8 58.9 1.6

4.0 4.9 -2.9 -0.7 0.3 -1.0 -46.5 50.8 1.3

4.1 5.2 -3.7 -0.5 0.3 -0.8 -38.7 43.4 1.1

4.2 5.2 -4.0 -0.3 0.3 -0.6 -31.9 36.9 1.0

4.3 5.0 -4.0 -0.2 0.2 -0.4 -26.2 31.1 0.9

4.4 4.7 -3.8 -0.1 0.2 -0.3 -21.4 26.0 0.8

5.0 2.8 -2.3 0.1 0.1 0.0 -5.5 8.4 0.6

5.5 2.0 -1.7 0.1 0.1 0.1 -1.4 3.4 0.4

6.0 1.5 -1.3 0.1 0.0 0.0 -0.2 1.7 0.3

8.0 0.5 -0.4 0.0 0.0 0.0 0.1 0.4 0.1

9.0 0.3 -0.3 0.0 0.0 0.0 0.0 0.3 0.1

10.0 0.2 -0.2 0.0 0.0 0.0 0.0 0.2 0.0
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becomes positive and destabilizes the dimer, as indicated

by the results from DFT steric analysis. Both methods

indicate the destabilization effects arise from the exchange

term. As shown by the results from CSOV, the charge

transfer from the bottom benzene to the upper benzene,

mainly p electron transferred to the empty orbital of the

hydrogen atom, is comparable to the Coulomb term. The

plots of Etot and DEs versus qCCP are shown in Fig. 9. It is

observed that DE decreases with the increasing of qCCP,

which correlates linearly with DEs.

Fig. 8 a Linear fitting of qCCP versus qBCP(C–C). b Plot of Etot versus qCCP. c Linear fitting of DEs versus qCCP for the benzene dimer in the

sandwich conformation

Table 7 CSOV decomposition

on T-shaped benzene dimers

with B3LYP/6-31G(d) (unit:

kcal/mol; the upper benzene is

denoted as A)

r(Å) EFC ECoul EExch–Rep EPolA ECT(A?B) EPolB ECT(B?A) Etot

3.0 0.2 -0.5 0.7 -0.1 -0.1 0.0 -0.7 -0.6

3.2 0.2 -0.4 0.5 -0.1 -0.1 0.0 -0.5 -0.5

3.4 -0.1 -0.3 0.2 -0.1 0.0 0.0 -0.4 -0.5

3.6 -0.1 -0.2 0.2 0.0 0.0 0.0 -0.3 -0.5

3.8 0.0 -0.2 0.2 0.0 0.0 0.0 -0.2 -0.3

4.0 0.0 -0.2 0.2 0.0 0.0 0.0 -0.2 -0.2

Table 8 DFT Steric Analysis on T-shaped benzene dimers with

B3LYP/6-31G(d) (kcal/mol)

r(Å) DTs DEe DExc DEx DEc DEs DEq Etot

3.0 -2.2 1.5 0.0 0.8 -0.8 -29.9 27.7 -0.7

3.2 -1.4 0.6 0.3 0.8 -0.5 -21.4 20.2 -0.6

3.4 -1.0 0.2 0.3 0.6 -0.3 -15.0 14.4 -0.5

3.6 -0.7 0.1 0.3 0.5 -0.2 -10.4 9.9 -0.4

3.8 -0.6 0.1 0.2 0.3 -0.1 -7.1 6.6 -0.3

4.0 -0.5 0.2 0.0 0.1 -0.1 -4.7 4.2 -0.3
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4 Conclusions

Herein, we have applied density functional steric analysis,

a new energy decomposition method, combined with the

CSOV and QTAIM to investigate the components that

contribute to the total interaction for dimers from a dif-

ferent perspective. One can gain more understandings of

the origins of the formation of dimers by combining these

two analyses. It has been shown that there is a good linear

relationship between the change of DFT steric energy and

the total interaction energy for hydrogen-bonding dimers.

In addition, comparisons between components of CSOV

and DFT steric energy decomposition show the effects of

the relaxation of the orbitals of monomers and the linear

relationship between the polarization and charge transfer

from CSOV and the steric and Pauli energy from DFT

steric analysis. In combination with QTAIM analysis, it has

been found that the change of DFT steric energy directly

correlates with the electron density in the critical points.

This suggests the steric energy is indicative of the energy

change arising from the spatial distribution of the electron

density and also helps explain the connection between the

change of DFT steric energy and the total interaction

energy. This new decomposition method provides a way to

quantify the spatial effects on the electron density change

during the formation of dimers.

5 Supporting information

Results of CSOV and density functional steric analysis on

water-containing dimers with 6-31G(d) basis set, the

deviation table, the BSSE table, the structures of DNA base

pair, the electron density at BCPs for water dimers and at

BCPs and CCPs for benzene dimers are provided in sup-

porting information.

References

1. Hirschfelder JO (1967) Chem Phys Lett 1:363–368

2. Murrell JN, Shaw G (1967) J Chem Phys 46:1768–1772

3. Kitaura K, Morokuma K (1976) Int J Quantum Chem 10:325–340

4. Ziegler T, Rauk A (1979) Inorg Chem 18:1558–1565

Fig. 9 a Linear fitting of qCCP versus qBCP(C–H). b Plot of Etot versus qCCP. c Linear fitting of DEs versus qCCP for the T-shaped benzene dimer

Theor Chem Acc (2014) 133:1484 Page 13 of 14 1484

123



5. Bagus PS, Hermann K, Bauschlicher JCW (1984) J Chem Phys

80:4378–4386

6. Stevens WJ, Fink WH (1987) Chem Phys Lett 139:15–22

7. Glendening ED, Streitwieser A (1994) J Chem Phys

100:2900–2909

8. Jeziorski B, Moszynski R, Szalewicz K (1994) Chem Rev

94:1887–1930

9. Chen W, Gordon MS (1996) J Phys Chem 100:14316–14328

10. Mo Y, Gao J, Peyerimhoff SD (2000) J Chem Phys

112:5530–5538

11. Mayer I (2003) Chem Phys Lett 382:265–269

12. Hesselmann A, Jansen G, Schutz M (2005) J Chem Phys

122:014103–014117

13. Khaliullin RZ, Cobar EA, Lochan RC, Bell AT, Head-Gordon M

(2007) J Phys Chem A 111:8753–8765

14. Liu S (2007) J Chem Phys 126:244103–244105

15. Reinhardt P, Piquemal J-P, Savin A (2008) J Chem Theory

Comput 4:2020–2029

16. Cisneros GA, Darden TA, Gresh N, Reinhardt P, Parisel O, Pilmé
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